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Foreword by the author Kurt Gerecke

Dear customers, dear business partners, dear readers,

embark on an exciting journey through time through the history of IBM storage. In front

IBM invented the first external storage unit in the form of a roller conveyor for 58 years

the IBM 726 with a storage capacity of 1.4 MB. Let yourself be fascinated by what's in

this half century of inventions and products from IBM in the storage environment

and has been brought onto the market. You may want to go through this book

also remember your early days in IT and mentally your professional career
review. But it is also for all young people who have not experienced this period of time directly

fascinating reference book.

The periods described clearly reflect the holistic IBM development strategy: computers and storage systems
Teme belong together as a unit! Storage technologies and storage solutions have always been in line with
advanced the server technologies to provide balanced, high-performance and coordinated overall solutions
To make available. This strategy spawned many new inventions and made IBM the global patent leader -

for 17 years in a row.

Three years ago, the Nobel Prize in Physics went to Peter Griinberg from the KFA in Julich and Albert Fert from the University
in Paris, which discovered the GMR effect (Giant Magnetoresistance) at extremely low temperatures in 1988.

We all know that without this discovery, today's hard drive capacities would never have been possible. What a lot

not knowing is that it is thanks to IBM that the discovery became a product. The IBM started back in 1989

Researcher Stuart Parkin in the IBM Almaden Laboratory in California with the implementation and goal of achieving the effect even with normal ones
Realizing temperatures. He researched more than 30,000 material combinations, in 1997 the first usable GMR

To provide read heads for disk drives. All three researchers worked together in 1997 for GMR development

awarded the Euro Physics Prize.

Maybe not everything, but everything fundamentally important was discovered and developed by IBM in the storage area. | would like
In addition to GMR, give you a few more key data: In 1991, IBM introduced three pioneering technologies, thin-film

layers on the disks, the first MR heads (magnetoresistive heads) and RAID5-based subsystem architectures.

In 1999, IBM discovered the paramagnetic effect and in the same year, IBM launched the first microdrive

Drive the size of a two euro coin. In 2000, IBM was the first company to receive the “National Medal of Technology for
Innovations in Storage "by the American government, one of the highest technological honors to date

was finally awarded to individuals. All of these fascinating inventions and many more can be found in techno
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Foreword by the author

logieAnnex to this storage compendium. IBM performed in the field of memory development

Unique and | am convinced that this will also be the case in the future.

Pay particular attention to the current era, especially through virtualization

in all areas of data storage. All current IBM products are described there in detail.

The compendium is therefore not just a historical reference work, but above all it informs you about everyone

current IBM memory developments.

The revision of the IBM System Storage Compendium as Update 2010 again required a lot of free time

and many weekends. So first of all | want to go back to my wife Gabriele for that

thanks for the understanding. Her patience was once again admirable.

Many thanks also to the IBM Storage product team for their valuable information. Dr.

| would like to thank Stefan Radtke for his technical implementation of the XIV storage system, Mr. Jens

Gerlach from LSI for his DS5000 input, Mr. Stefan Neff for his TS7700 contribution, Mr. Hartmut

Reason for his help with the IBM Information Archive, Jirgen Loeb for his SOFS or SPSC input and Axel

Melber for the photo editing of the exhibit collection.

| would particularly like to thank Hans W. Spengler and Heinz Graichen from the IBM Museum in

Sindelfingen for their tabular compilations, graphics and pictures of the now finished in the museum

thank you plate rotunda and the interview with me, both of which detail the RAMAC 350 access

set out. | would also like to thank both of them for the plate profiles, especially Hans

W. Spengler has put together ten years of work and was able to integrate this new compendium.

All other colleagues who helped me with this and who are not mentioned by name now apply the same

big thank you.



Many thanks also to Mr. lvano Rodella from IBM System Storage Marketing, who made the agency work possible,

as well as the sponsors who financially supported the printing of this compendium.

| am most pleased that | am Messrs. Werner Bauer and Klemens Poschke, all long-time colleagues and
Friends, could win to work on this compendium. Werner has the topic of the system

managed storage (system managed storage) in the mainframe environment. Klemens has it

Documented the history of Tivoli Storage Manager (TSM), which is celebrating its 20th anniversary this year.
| would also like to sincerely thank Edelgard Schittko, who simply added this at very short notice

agreed to work on the topic of BRMS in the System i environment. The compendium now reflects one

holistic documentation of the most important storage hardware and software products.

| would also like to do a little advertising! If you are in the Stuttgart area, forget it

Not you, the IBM Museum, the house of the history of IBM data processing, Bahnhofstrasse 43 in 71063

To visit Sindelfingen. There you can "live" the history of information technology from 1890 to

Experience the year 2000. Also the first disk product from IBM, the RAMAC 350 as part of the former computer
stems IBM RAMAC 305, you can see in operation there. A special highlight is the newly built one

Plate rotunda. Accompanied by a slide show you can go on a journey through time and the fascinating

Get to know products and inventions in the field of plates from 1956 to the year 2000.

Register in time for an appointment via me, Tel. 01702207066, or Mr. Hans W.

Spengler from the IBM Museum, Tel. 07031271378.

| hope you enjoy reading and studying the IBM System Storage Compendium

and hope you have many opportunities to successfully use this information for your purposes.

With best regards

<

Yours Kurt Gerecke



Foreword by the co-author Klemens Poschke

A few words of personal reference ...

The idea for a historical documentation of Tivoli Storage Manager Soft

goods were created in conversation with my friend and colleague Kurt Gerecke at the

CeBIT 2009, when he extended an extended edition of this book for the 100th year

IBM Germany 2010 was planned. | am happy with a TSM

Chapters contribute to the success of the book because of the story of

Tivoli Storage Manager and its naming processes closely related to history

IBM’s storage technology. In this respect, this chapter completes Kurt's

Gerecke and colleagues wrote the hardware part, but also documents the tradition of the successful common

a lot of work between people from different areas of IBM.

This compilation about the history of the IBM Tivoli Storage Manager is also a reflection

animals of the last 20 years of my own professional history at IBM, since | have been dealing with this since 1990

Deal with the topic as an architectural consultant. When it comes to collecting the material and preparing the content,

always happy to be reminded of many personable people that | talk to customers about this topic,

Got to know business partners and as colleagues.

The chapter is deliberately limited to the subject areas in which TSM and its predecessors are part

of IBM data protection / archive solutions. | purposely have information about company information

and accompanying products of the backup market to include the historical development and

To describe market importance holistically.

20 years of working on this topic allows me to use a large amount of resources,

who helped provide the following information, documents and historical images.

On behalf of all contributions | would like to thank the following colleagues especially for the overseas

Background information, documents, stories and screenshots:



Jim Smith (San José), Frank Albert Miller (Mainz), Chris Zaremba (Endicott), Edward Gretz (West Chester), Norm
Pass (Almaden), Barry Fruchtman (Tucson), Dr. HansJoachim Renger (Béblingen), Claire Rankin (San José),

Mike Welkley (San José), Paul Bradshaw (Almaden).

Special thanks go to my colleagues Wolfgang Hitzler (Ehningen) and Dr. HansJoachim Renger (Boblingen),
who sacrificed their time to validate the content of the text, and my wife Doris, who took care of the subject

has adopted Chinese on a grammatical / stylistic level.

| would also like to thank the editors of the magazine "Computerwoche" (Sandra Holleber) and the
Online magazine "Monitor" (Dipl.Ing. Riidiger Maier) for approval, article extracts from their publications

to be allowed to use the Internet.

If, despite intensive research, content errors have crept in, | apologize

and to inform me about it ( Klemens.Poschke@de.ibm.com ).

| hope you enjoy reading and studying the 20-year TSM success story and

Best regards,

Your Klemens Poschke



Memory development and overview from 1952 to 2010

8th

General:

The history of IBM storage technology and storage systems is almost
certainly one of the most fascinating events in our history over the past 58
years. Exciting from the beginning to the present day, this brochure is
intended to provide an overview and, above all, to develop an understanding
of how inventive mankind can be when it comes to crossing technological
boundaries in order to open up new possibilities for storing data. The
multitude of products and inventions in this area make it necessary to
organize the history a bit and to divide it into contemporary history. Since this
endeavor has never been done before, the author allows himself to divide the
storage events from 1952 to the present day into technological epochs, to
then examine in detail the individual epochs from the product and product
development side. After the product eras, the chapter "IBM Storage Software"
follows, which represents the most important software developments in the
storage environment. At the end of this book in the “Technology Appendix”
section there is a technology section that describes the development of
storage-based technologies and recording methods, including upcoming

technologies.

Development of storage systems from 1952 to 2010

1952-1961 the early days of electromagnetic storage Page 13

1962-1974 the epoch of removable plates and the Page 19
'Winchester' period

1975 - 1993 the era of permanently installed panels with Page 27
external control units

1994-1998 the era of RAID systems Page 37

1999 - 2005 the era of multiplatform systems and Page 51
FibreChannel SAN / NAS

2006 - 2010 the era of server-based storage systems and Page 87

storage virtualization

The individual epochs always describe a time phase that was characterized
by special products that came onto the market in this time phase. In many
cases, the products were actively sold beyond the defined epoch and were
mostly withdrawn from marketing only in the subsequent epoch or later. The
individual products are described in the epoch in which they were launched in

such a way that they represent the entire life cycle.

The Storage Compendium does not claim to be complete, but describes the

most important products in the respective epoch.



Price development of magnetic disk storage
The speed of technological development in magnetic disk storage from
1956 to 2010 can be seen in particular from the drop in prices for a stored

megabyte. The process was something like this:

year 1956 1964 1975 1987 1991
Euro / MB 12,000 8,000 70 12

year 1997 2000 2006 2009

Euro / MB 1 0.25 0.015 0.0054 (FC disk)

0.0025 (SATA)

If you add the reduced space and energy requirements as well as the lower
maintenance costs per megabyte, the trend in cost development is rather

more favorable.

Capacity development of magnetic disk storage

While the price decline for the stored megabyte continued, there was an over
dimensionally high price decline in the past 10 years, which has reached a
range of 40 to 70% per year, especially in the past years. At the same time,
the recording density was increased to such an extent by technological
innovations that it could withstand the fall in prices for the stored megabytes

and take them into account.

The increase in recording density was as follows:

year product Recording density
(million bits / qcm)

1956 RAMAC 350 0.00031

1961 1311 0.008

1964 2311 0.017

1965 2314 0.034

1970 3330 0.12

1973 3340 0.26

1975 3350 0.48

1979 3370 1.2

1980 3375 1.51

1980 3380 1.9

1985 3380E 2.99

1987 3380K 5.47

1991 33903 13.95

1994 33909 41.6

1996 RAMAC 3 129.2

1999 ESS 427.5

2004 ESS 2.9 billion bits / gcm

2006 DS8000 5.8 billion bits / gcm

2009 DS8000FC plates 8.7 billion bits / gcm

DS8000SATA plates

19.3 billion bits / gcm

In 2003, with the 146GB drives available for ESS, the magic limit of 1 billion
bits on the square centimeter was exceeded. With the current availability of
1 TB SATAL drives, a recording density of over 19 billion bits / gcm can be
achieved. The big leaps have occurred especially in the last 10 years (see

also technology appendix).
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1952 to 1961

The early days of electromagnetic storage

Recording of the first prototype of the IBM 726 magnetic tape system in 1951 with two tape

drives per unit

For the first time in memory history, external storage with magnetic
recording from IBM 1952

offered: the IBM magnetic tape unit IBM 726 with a storage capacity of 1.4
MB on a 12 inch roller tape (reel diameter) with a length of 720 meters. The
unit had two integrated tape drives. However, this proved to be extremely
impractical because neither drive was still available in the event of a fault or

during maintenance work. Just a year later, 1953, followed

the IBM 727 with one drive per unit, which offered a capacity of 4 MB on a
standardized roller belt with a belt length of approx. 740 meters. Until 1956,
part of the control was housed in what was then the IBM 701 computer unit.

The first dedicated tape control units were then released 1956.

IBM model 726 hed in 1952

tic tape unit,

1956 that came IBM RAMAC 305 system on the market. This system had one
for the first time Disk storage unit type IBM 350. The IBM 305 system was
announced under the registered trademark 'RAMAC' (Random Access

Method of Accounting and Control). The computer of the overall system
controlled both the positioning of the read / write head on the desired disk
surface and disk track and the transfer of the data in both directions (write

and read).

The recording density of the RAMAC 350 disk was 100 bits per inch (40 bits
per cm) and the disk stack rotated at 1200 revolutions per minute (1200
RPM). The average search time was 600 ms. The disk stack consisted of 51
disks with a diameter of 24 inches and offered a maximum capacity of 5 MB (5
million characters). The RAMAC 350 can be viewed in operation at the IBM

Museum in Sindel fingen.

Medium roller conveyor for IBM 726

1952-1961

IBM 350 RAMAC plate, 51 plates in a 24 inch diameter stack. 1956: 5 MB model (5 million

‘characters’), 1958: 10 MB model (10 million ‘characters’), withdrawal from sales in 1960



IBM RAMAC 350 disk stack

At that time there were no access combs, just an access arm that was
controlled into the interstices of the plate stack with a cable pull mechanism.
The exact positioning was carried out with a rack and pawl and was

electronically controlled by compressed air. The heads hovered over the plate

at a distance of 800 micro inches. In 1958, with the announcement of Model 2,

the possibility was created to represent double the capacity (10 MB). In this
model, two access stations were used, so that one station could read or write
and the second could search at the same time in order to prepare the read /

write head for the processing of the next sentence.

IBM RAMAC 350 disk with two access stations

1952-1961

In terms of sales technology, the same marketing approach was already used
at that time with the RAMAC, which can still be found today, but in other sizes.
How do you make it clear to the buyer and user what 5 MB is? At that time, 5
MB was beyond normal imagination. For this reason, 5 MB were defined in
most specification documents so that this corresponded to 60,000 - 80,000
punched cards, or 2,000 feet of tape length (the tapes were already 4 years

earlier) or 940 pages with printed paper.

In addition to the RAMAC plate stack and the associated access station, the
unit 350 contained an electronic and pneumatic control for the access station
and an air compressor. The lubrication of the plate bearings was carried out

with an oil vapor lubrication.

The unit 350 had a length of 152.4 cm (60 inches), a height of 172.72 cm (68
inches) and a depth of

73.66 cm (29 inches) and weighed about a ton.

The entire system, consisting of the computer, disk unit, card reader, card

punch, printer and console unit, cost $ 185,000 and was also offered under
leasing at a monthly rate of $ 3,200. In the period from 1956 to 1960, 1,500
systems were installed worldwide. In 1960 all models were withdrawn from

sales and production ceased in 1961.

IBM RAMAC 350 unit



1952 to 1961

The early days of electromagnetic storage

'Inch' and the number of bits in a track were doubled, so that four times the
capacity of the disk stack was achieved. The plate stacks were available in
two versions, one with 25 plates in a stack and one with 50 plates. The
smaller unit had a capacity of 10 MB and the larger one of 20 MB. The
recording density was 220 bits per inch, which corresponds to 40 tracks per
inch. The hovering height between head and plate was 650 micro inches and
the plates rotated at 1,800 revolutions per minute. The data rate was 17.5
kilobytes per second. The IBM 1405 disk storage was mainly used for the IBM

1401 computer.

First delivery of the IBM RAMAC 305 in Brazil in 1956

A year later, in June 1961, was the IBM 1301 disk unit announced. It became
1957 was the 'Data Synchronizer' introduced on the IBM System 709, the a year later, in the 3rd quarter
forerunner of today's transmission channels. 1962, delivered to customers. The development of this plate unit contributed
greatly to the further development of future plate systems and is as milestone to
1959 IBM introduced a new program package, the input / output control look at throughout the record history. The 1301 plate system paved the way

system IOCS for magnetic tapes and magnetic disks ( Input / output control  for future technologies to be used in two areas: the Air Bearing Slider Technology

system) a. These were macro instructions for creating, retrieving and and separate read / write heads for each plate surface with the option of
processing files, and for correcting errors. IOCS also controlled data block electronically selecting all the heads physically set on a data cylinder for the
formation and deblocking. IOCS remained essential for later systems. relevant disk surface and then one after the other

1958 IBM used the technology of automatic program interruption for the first
time with the systems IBM 7070 and 7090 ( Program interrupt). Under certain
conditions indicated by input / output units, the processor automatically

branched to routines which handled the 'interrupt'.

1958 was the IBM 729 tape unit launched as successor to the predecessor

IBM 727. In addition to higher data rates and higher storage density, the IBM
729 tape family offered the first write control. With the introduction of the IBM
729, it was automatically checked when writing to magnetic tape whether the
information just written was valid. For this purpose, a check register was read

in and checked point by point.

In October 1960 was the IBM 1405 disk storage announced that was
operated on the systems IBM 1401, 1410 and 1460 (not on System 7000).

This disk storage quadrupled the capacity of a disk stack compared to the

RAMAC from 1956. Both the number of tracks per
IBM 1405 disk storage, announcement October 10, 1960, withdrawal June

30, 1970

16 1952-1961



IBM 1301 disk storage device, announced in June 1961, all models withdrawn in October
1970

to edit. This laid the cornerstone of the cylinder principle for disk storage and
that 'Plate cylinder’

born!

In addition to higher capacity and performance, the machine offered a much
more flexible and higher transmission bandwidth thanks to the principle of
having a read / write head per disk surface, and was adapted to the new IBM
7000 series of computers (7070, 7094, 7080 and 7090) . The capacity
increase for the first RAMAC was a factor of 13. The plates rotated at 1,800
revolutions per minute. By reducing the flight distance between head and disk
to 250 micro inches, 50 tracks per inch and up to 520 bits per inch could be
recorded. The Model 1 of the IBM 1301 had a disk module with a capacity of
28 MB, the Model 2 worked with two modules and a capacity of 56 MB.
Connected to the IBM 7631 control unit, up to 10 modules (or up to five 1301
units) could be used, they offered a maximum capacity of up to 280 MB for the
7000 series. The prices at that time were also interesting: The Model 1 could

be leased for $ 2,100 a month or for a sum of

$ 115,500 can be bought. The Model 2 with two modules was priced at $
3,500 per month and was priced at $ 185,500.

1952-1961

IBM 7340 Hyper Tape Drives in the center of the picture, on the left the IBM 7640 control unit, on the right

the IBM 729 tape units

The Hyper Tape Drives IBM 7340 reflected the latest tape technology when
they 1961 have been launched on the market. Together with the control unit IBM
7640 they operated the IBM computers 7074, 7080 and 7090. The Hyper

Tapes achieved much faster reading and writing speeds compared to the
previous tape units. Connected to the IBM 7090 computer, they delivered
double the transfer rates compared to the IBM 729 tape system, the further
development of the IBM 727.

At the April 7, 1964 was with the System / 360 the Magnetic stripe memory
IBM 2321 announced. At that time, with its total storage capacity from 400 MB
to 1,000 plastic strips with a magnetizable surface, it was considered a mass
storage device. Each strip contained 100 data tracks, had a capacity of 0.2

MB and was written in so-called

'IBM 2321 Data Cell Drives' kept. 200 such strips could be accommodated in
one data cell. The data cells located on a rotating carousel were positioned by
rotation so that the memory strip sought could be gripped and passed around

the read / write drum. This meant that the addressed data track could be read

or written. The elaborate construction and the associated high maintenance

expenditure prevented a wide spread.

17th
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1952 to 1961

The early days of electromagnetic storage
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Principle and mode of operation of the IBM 2321 magnetic stripe memory

1BM 2321, total
to 600 ms

1952-1961

ity of 400 MB,

levels of 40 or 80 MB, access times from 95

Commentary on the beginning of

electromagnetic storage

In addition to the invention of the first external storage units with the IBM 726
roller conveyor and the IBM RAMAC 350 disk unit, the top milestone was the
introduction of the IBM 1301 disk unit.

The IBM 1301 was the first disk system to work with 'Air Beam Ring Sliders'
and to use an access comb that controlled every disk surface in the disk stack
with dedicated read / write heads. With the IBM 1301, the cylinder
architecture was introduced in the plate stack, which has retained its status to

this day.

Also noteworthy is the fact that even back then people were looking for ways
to store small files that were not used as often on a cheaper mass storage
device. The IBM 2321 magnetic stripe memory was introduced for this

purpose.

The era was also shaped by the fact that with new system announcements,
the associated new disk units, which were adapted to the performance of the

new system, were always part of the system announcement.

The beginning epoch laid many foundations for the subsequent epochs.
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IBM 1311: Announcement on October 11, 1962, withdrawal of all models in 1971

The between 1962 and 1964 introduced Magnetic disk storage IBM 1311, The first model of the Magnetic disk storage IBM 1311 with removable plates
IBM 2311 and IBM 2314 to connect to the 360 systems worked with was in October 1962 with the IBM 1440 system announced. The removable

interchangeable magnetic plate stacks. The new Disk control unit IBM 2841 waglisk stack consisted of six 14-inch disks, weighed 10 pounds, and had a

Micro-program controlled for the first time. This was necessary because storage capacity of 2 MB. Compared to the IBM 1301, the linear storage
several types of storage had to be controlled, including the newly used CKD density doubled to 1,025 bits per inch. This was achieved by reducing the
format. IBM developed the recording format CKD (Count, Key, Data, freely distance between the heads to the plate surfaces by a factor of 2 compared to
translated: sector identification, key, data), which as an optimized version the IBM 1301 to 125 Microlnches. The disks rotated at 1,500 RPMs and

ECKD remained valid beyond the year 2000 and is still used in the mainframe  offered an average access time of 150 ms.
(z / OS) environment. The 'E' stands for 'Extended'. The IBM 3330 product

describes how data is accessed using the CKD method.

The IBM 1302 hard drive sy was d on Sey ber 23, 1963 and withdrawn from IBM 2401 magnetic tape unit
sales on February 9, 1965

1962-1974



1963 became another Successor to the IBM 1301 announced with a
permanently installed panels. The IBM 1302 looked optically the same as the
IBM 1301, but offered 500 data tracks on the disk surface (1301 had 250
tracks per disk surface). As with the 1301, 20 disks were used in the stack
and the capacity increased from 28 MB to 58.5 MB. The Model 1 of the 1302
had a capacity of 117 MB and the Model 2 of 234 MB. The data transfer rate
was increased from 90 KB / s to 180 KB / s.

1964 came especially for the System / 360 computer family the new Magnetic

tape system IBM 2401 onto the market, which was able to record with 9
tracks on the roller conveyor at the same time and was much more reliable
than the predecessors IBM 726, 727 and 729 This was achieved by
introducing a so-called CRC (Cyclic Redundancy Check), which enabled the
first automatic error correction (Automatic Error Capture & Correction) and
provided the basis for the later ECCs (Error Correction Codes) in tape

systems.

In April 1965 - one year after the announcement of the System / 360 processor
- that was IBM 2314 disk system announced as 'IBM Direct Access Storage
Facility'. This was the first plate system in which the controller and the strand
with plate stacks could be ordered and assembled in one configuration. With
the 2314, a new disk stack was introduced with twice the number of disk
surfaces, which represented a storage capacity of 29.2 MB. The overall
system had a maximum capacity of 233.4 MB. Compared to the 1311, the
2314 was a factor of 4 cheaper in terms of the stored MB. The data rate was
310 KB per second. In January 1969, two new versions of the 2314 were

launched, the A1 and A2 models

IBM 2305 Fixed Head Storage, known as Zeus Storage’, launched
1971, withdrawal from sales in January 1980

offered a 20% faster access time, which ranged from 60 to 75 ms. The
capacity remained the same. In December 1970 the plate family 2314

was supplemented by a model B1, which offered 50% higher capacity.

in the January 1970 became the record system 'IBM 2305 Fixed Head
Storage’ announced that was developed under the development name 'Zeus'
and as IBM Zeus became better known than under the official type name. The
first deliveries were made in 1971. The IBM 2305 was ideally suited for large
database applications and for batch processing and was used for this type of
application in large System / 360 computers of the models 85 and 195 and
later in the System / 370 models 155 and 165. With small storage capacities
of 5.4 MB and

10.8 MB, but with an average access time of
2.5 ms or 5 ms the system was the fastest of its time. The data rate was 3

MB / s and thus 10 times higher than previous disk systems.

model 1

1BM 2314 production line in Mainz 1969

I1BM 2314 family of disk
1969, model B1 on December 14, 1970, withdrawal from sales in 1978

1962-1974
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1970 to 1972: The virtual memory, which was mapped on magnetic disks,
created a new quality in the relationship between processors and magnetic

disk memories. Online applications quickly gained in importance. Like the new

IBM / 370 processors, subsystems carried control units IBM 3830 and Magnetic

disk units IBM 3330 the increasing performance and reliability requirements.
New block multiplex channels ensured significantly higher data transmission
rates and contributed to a significantly higher overall performance. Here are

some details:

The IBM 3830 disk control unit was microprogram-controlled, but for the first
time with a loadable microprogram memory that was loaded from a floppy
disk. The microprogram made it possible to implement more functions than in
the previous models. This included the detection and elimination of bit errors,
repeated repetition of channel commands if necessary before transferring
error handling to the computer and the collection of information about errors
that occurred for the system log ( LogRec). These records provided the
operators with information about the technical condition of the data carriers
and provided the technical field service with instructions for preventive

maintenance.

In terms of the sensitivity of magnetic recording to electrical and mechanical
interference, bit errors had to be expected from the start. With additional bits
for parity checking, IBM developed increasingly sophisticated methods to
generate redundancy bits that were attached to the stored data. Both Recording
formats CKD and ECKD this 'redundancy’ recording takes place in the gaps
between the data records. With the help of appropriate programs in computers
and control units, most bit errors during transmission can be corrected without
any significant time delay, and data that has been falsified by technical
influences can practically be excluded. The procedures require the definition
of so-called 'physical records', a uniform length in bytes, for each file. Such
sentences were called blocks. Whole blocks were always transferred and
checked during input / output operations. In most cases it was useful to
combine several 'logical records' in one block. They consisted of an order
term, which was followed in 'fields', which were defined according to location
and length, the associated information and information. In administrative
applications such. B. Articles, customers or personnel number the order
terms. The fields then contained alphabetic and numerical information. The

number of logical records in the physical record was called the blocking factor.

IBM 3330, capacity 800 MB, 2-8 drives, access time 30 ms, data rate 806 KB / s, announcement model 1 on June 30, 1970, model 2 on October 4, 1972,
model 11 on July 17, 1973, withdrawal from sales on December 20, 1983
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According to previous hydraulic access mechanisms, the magnetic disk units
used IBM 3330 for the first time for the 'Search’, the horizontal setting of the
access comb with the read / write heads, a linear motor. As with

loudspeakers, a magnetic field generated by variable current flow in a coil

counteracts the static field of a permanent magnet. Hence the English name 'Voige

Coil Motor' ( Loudspeaker coils motor). The position of the read / write heads
at certain times resulted from the strength of the magnetic field generated by
the coil. This technology required that one surface of a plate stack was
provided with servo tracks that were unchangeable by the user. The (read
only) reading head above provided the electronic control with the information
required for targeted positioning within the scope of a control loop. At the
time, this technique reduced the average duration of a search operation by

half: instead of 60 only 30 ms.

The following was important for an improved process of direct access to data:
The IBM 3830 control unit was the first to use the information from the servo
plate to recognize the rotational or angular position of the magnetic disk units
connected to it ( RPS - Rotational Position Sensing). With the IBM
3830/3330 disk system, routine access was as follows: According to

information from the data carrier table of contents, the so-called

VTOCs ( Volume Table Of Contents), and the indexes to the files, the
computer generated a channel command using the access method control
programs. This contained the disk address from which to read or write, by
unit, cylinder, track and sector. The concentrated traces on the plate surfaces
were divided into sectors. The cylinder was the sum of the superimposed
tracks on a stack of disks, of which, with a given horizontal setting of an
access comb, read / write heads could also be read or written on top of one
another. The control unit converted the channel command into specific
commands for the units. The units carried out the search command to set the
access comb on the correct cylinder independently and reported the
completion of the search operation to the control unit. The control unit then
activated the correct read / write head, analyzed its position in relation to the

sectors and began to transfer the data via the

1962-1974

1BM 3340, maximum capacity up to 4,800 MB, Winchester removable disks model 35: 35 MB,
model 70: 70 MB, up to 64 drives (models 158, 168), data rate 885 KB / second, access time 25

ms

Channel of the computer as soon as the beginning of the sector specified in
the channel command was reached. The channel was only occupied during
data transmission. Multiple disk units could overlap search commands. The
rotation waiting time (at that time around 17 to 20 ms) did not burden the
channel either. This method allowed higher system-effective data rates of the
magnetic disk system, which, with favorable configuration and application

profiles, was not very far below the transmission capacity of the units.

1973: The new one that can be directly connected to medium-sized computer

systems IBM / 370, models 115, 125 and 135 Magnetic disk system IBM 3340 used

that as a removable disk

IBM 3348 data module. The interchangeable 3348 data modules offered 35 or
70 MB capacity. One module contained the stack of disks and a horizontally
movable access comb with two read / write heads per data surface in a
closed, dust-proof housing. The module was placed on the shaft of the drive
motor in the drive. After the automatic opening of a lateral blind, electrical plug
connections connected the access comb to the drive and a mechanical
connection connected the access comb to the linear motor. The reason for
this construction: If interchangeable plate stacks were used as data carriers,
this meant extreme demands on the manufacturing tolerances, especially for
access combs, because every stack had to fit any drive and even minimal
horizontal deviations of the heads above the tracks led to reading errors. This
set limits on horizontal track density and reduced the security and reliability of
the systems. A maximum of four modules with a maximum capacity of 280 MB

could be operated via a direct connection to the IBM / 370 computer.
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Construction of the IBM 3340 Winchester removable plate stack

The IBM 3340 with the models A2, B1, B2 and C2 were announced on March
13, 1973. Models B1 and C2 were withdrawn from sales on December 20,

1983 and models A2 and B2 on May 1, 1984.

The fact that the data access module of the IBM 3340 magnetic disk memory
always wrote and read the same access comb enabled higher track densities
with increased reliability. The overall design resulted in shorter search times

and somewhat higher transmission performance compared to the IBM 3330.

With the new ones Magnetic tape units IBM 3420, models 3, 5 and 7, who
worked in 9-track technology with a recording density of 1,600 bytes per inch,
a data rate - depending on the model - of 120, 200 and 320 kilobytes per

second could be achieved. These models were introduced in 1970.

The new magnetic tape units IBM 3420, models 4, 6 and 8, the 1973 have
been introduced on the market, the process of 'group coded recording'

increased the recording density of

1,600 to 6,250 bytes per inch and the maximum transfer rate - depending on
the model - was increased to 470, 780 and 1,250 kilobytes per second. At
the same time, reliability increased by a factor of 7 (compared to models 3, 5

and 7).

To make operation easier, IBM announced 1971 parallel to the 3420 magnetic
tape system IBM 3410 magnetic tape system which had the shape of the
desk and for the first time allowed the roller belts to be inserted horizontally
from above. The capacities and technology were comparable to the 3420, but
the read / write speed was significantly lower. The 3410 was therefore offered
- in addition to the 3420 high-performance magnetic tape system - as a
cost-effective alternative for users of the IBM System / 370 and IBM System /

360.

1974: In the course of the increased transition from the direct processing
started with the system / 370 with inexpensive terminals for program
development and problem solving (VM / 370, APL), the number of files for
users of large systems grew dramatically. In contrast to the database
applications (IMS, CICS) that work with a few large files and sophisticated
backup procedures, it became more and more difficult, especially the many

small ones, irregularly

IBM 3420 magnetic tape unit, 1970 models 3, 5 and 7, 1973 models 4, 6 and 8

1962-1974

IBM 3410 magnetic tape system with horizontal tape insertion option



secure and archive used stocks under manual management. In order to solve
this task and to enable more cost-effective storage of data under system

control, IBM introduced new hardware and software.

The mass storage MSS (Mass Storage System) IBM 3850 depicted the
contents of a data carrier of the IBM 3330 magnetic disk storage on two

special cylindrical magnetic tape cartridges. You can use it as

first virtual 'disk storage' designate, which at the same time represented an
automatic tape archive. All the active cartridges were stored in a cupboard
with shelves opposite each other in honeycomb cells. When requested by the
programs, a sensible design automatically moved a so-called picker to the
correct cartridge. In contrast to later mechanical grippers, the picker held the
data carrier electromagnetically and brought it to a read / write station, from
which the desired data was transferred to certain magnetic disk drives
(staging devices) for processing or vice versa. After the operation, the same
device returned the cartridges to their storage location. The operator was only
concerned with the cartridges, which the mass storage device controlled
according to program specifications via corresponding stations or which it
requested from outside. The mass storage could hold up to 236 GB in the
access of the processors. The technical development of the magnetic storage
- disk, tape - did not allow a meaningful successor, while the associated

software has remained up to date in 2006.

IBM Mass Storage System 3850 with 'Honeycomb Racks' 1974

1962-1974

IBM MSS 3850 in the data center in the background on the right

ILM, Information Lifecycle Management, that is on everyone's lips today
was already lived intensively in 1974! At that time, the HSM (Hierarchical
Storage Manager), as the administrator of the storage hierarchy, was a
program that, in connection with the mass storage device, automatically
backed up the files assigned to it in accordance with the specified control
criteria and restored them if necessary. Another function that was already
available at the time was to move files from expensive disk storage space to
cheaper storage (originally to the MSS) during times when they were not
needed. In order to make optimal use of the storage space, the HSM was able
to compress files to be archived by omitting empty areas on the data carriers,
and it was also able to compress data using binary arithmetic methods

(compression, compaction).

Adapted to a wide variety of configurations with different external memories,
the HSM remained a permanent part of later packages of service programs for
the area of external memories, e.g. B. the IBM DF products (Data Facility),
which aimed at the system-managed storage. For example, the DF products
were introduced as program products in the main frame environment, starting
with DFP, in 1989. The DFDSS and DFHSM followed shortly afterwards, all of
which were then combined under the DFSMS (Data Facility System Managed
Storage) program package in 1992 and were fully integrated into the MVS
operating system a year later. To this day, HSM still plays a very important

role under different names.
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IBM 3850 robot with double gripper (standard) in action

The MSS 3850 was available in eight model variants. The smallest model
stored up to 706 cartridges, had a capacity of 35.3 GB and could be
expanded to the largest variant with up to 4,720 cartridges and a capacity of

236 GB.

Commentary on the epoch of removable plates and the

'Winchester' period

The strong increase in computer performance due to new systems made it
necessary to introduce many new things on the memory side in order to

meet the new performance requirements of these computers.

With the IBM 2841 and IBM 3830, the first micro-program-controlled control
units and the CKD format that is still valid today (today ECKD at zSeries)
were introduced. The newly introduced block multiplexing channels ensured
higher transmission bandwidths, which made a significant contribution to

improving the overall performance of the computer and memory peripherals.

Smaller form factors and smaller flight heights between the head and the
surface of the plate have been introduced to improve performance through
faster speeds, data rates and capacitive capabilities. AlImost in parallel, the
performance of the tape systems was adjusted and the data rates were

increased by new possibilities of multi-track technology.

1962-1974

IBM 3850 tape cartridges with 19.5 meter tape length and a capacity of 50 MB each in size
comparison to the 3330 plate stack with 100 MB capacity

Like the early days, the era was marked by new system announcements, in
which the appropriate plate and tape system was always part of the
announcement. Storage announcements that were not detached from this did

not take place.

The use of the removable disks used at that time was very popular with the
end users because these portable disk modules could also be used for data
exchange between different locations. The 3420 models newly announced in
1970 and 1973 were used exclusively for backup purposes. It was only in the
subsequent epoch, in which fixed panels were used again and the principle of
interchangeable panels was abandoned, that the 3420 experienced a real
heyday. The roller conveyor was then the only medium that could be used as

a removable data medium.

As the capacitive requirements were increasing and new mass storage
devices with higher capacities were required in addition to online storage, one
of the milestones of this era was certainly the IBM 3850 Mass Storage
System, the world's first nearline robot system with tape cartridges, which, like
the removable disks at that time, were addressed as online storage devices .
The fact that ILM was introduced for the first time via an HSM functionality has
to be emphasized. This HSM functionality laid the foundation for the future DF

products (data facility) in the mainframe environment.
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IBM 3350, capacity up to 2,536 MB, 317 MB per LW, 8 drives per 3350 line, access time 25

ms, data rate 1,198 KB / s, left rear: display unit for micr
of the system / 370 model 168

right rear:

1975: With the Magnetic disk storage IBM 3350 the IBM went back to
permanently installed plates. This was a crucial step towards higher reliability
and availability as well as higher recording density. Compared to the IBM
3340 type working with data modules, there were no longer any potential
defects in this design, which accounted for 70% of the necessary technical
interventions. In fact, the IBM 3350 technical field service recorded an
average of less than one intervention per unit per year. The IBM 3350 and the
successor products continue the strand concept started with the IBM 3330. Up
to three auxiliary units could be connected to a head unit (master unit) with
two drives. So one strand consisted of eight drives. The head unit basically
had two inputs / outputs to the IBM 3830 control unit. The two connections
could lead to different 3830 units. If a channel, controller, or controls in the
head unit failed, operation on the second connection to each drive continued,
albeit with less power. In this new concept, you can first entry into concepts

of fault tolerance

detect.

Because with the magnetic disk system IBM 3350 with permanently installed

disks, the magnetic tape reel is now the only removable storage medium for

data backup, offline

1975 - 1993

The era of permanently installed panels with external control units

IBM 3310 Direct Access Storage, disk system for IBM 4331 computers

Archiving and data medium exchange remained, the IBM 3350 triggered a
significant increase in sales of magnetic tape units, especially for the fast
models 6 and 8 of the magnetic tape system 3420. From then on, magnetic
tapes were an indispensable component of larger and also medium-sized data

processing systems.

In 1979, IBM introduced another disk system, the IBM 3310 Direct Access
Storage, which offered high performance in a compact design at a very
reasonable price and was used in connection with IBM 4331, 4341, 4321,
4361 and small 4381 computers. Each disk stack had a total capacity of 64.5
MB and the entire disk string 258 MB. Up to four disk strings could be
operated on the above computer models and offered a total capacity of 1,032

MB.

1979 to 1983: IBM 3370 and 3375 were newly developed magnetic disk
units on the new one Control unit IBM 3880

for medium-sized systems at that time. They worked with fixed blocks of 512
bytes for the sake of simplification and acceleration of program sequences.
The user defined longer block lengths with a multiple of 512. The first FBA

(Fixed Block Architecture) plate was born.
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At that time, IBM 3380 disks and 3880 control units filled entire data center halls

The new IBM 3880 control unit introduced a new control principle, which in
1985 resulted in the first integration of buffer memories, initially from 8 to 16
MB. These small buffers were designed for paging and swapping pages and
initially had an impact on the performance of older configurations without
extended memory. The use of larger buffer memories then led to the
introduction of new caching algorithms. The data to be written were
temporarily stored in the control unit on semiconductor memory cards and
duplicated on a current-independent write memory. The control unit then
reported the completion of the operation to the computer, although the data
had not yet been written to the disks. This operation was called 'DASD Fast
Write' at the time, because this principle has significantly improved the
response times between the disk systems and the computer. This 'caching'
principle for disk subsystems, which was introduced at the time, was then

quickly developed and is still valid today.

1981: IBM 3380 were Magnetic disk units, which were optimized as a new

development for the 3880 control units and continued the CKD format. The

IBM 3380 transferred at 3 MB per second and used special capabilities of the

block multiplex channels (data streaming). The new run

1975 - 1993

works came just in time, because at that point it had become clear how
necessary it was, given the close relationship between processors and disk

storage, to match the performance of the two.

1981 the standard models AA4 and B04 of the IBM 3380 were announced. 1985
the extended models AD4, BD4, AE4 and BE4 followed. 1987 the fast AJ4 and
BJ4 and the fast, large-capacity models AK4 and BK4 were announced.

Likewise took place 1987 the announcement of the 3380 CJ2, a model in which

the control unit was integrated in the plate housing.

IBM 3370, 1 disk stack per unit with 2 access arms and 2 addresses, model 1: 571 MB,
model 2: 730 MB, each per unit, up to 4 units with 2,285 - 2,920 MB capacity, access 20
ms, data rate 1.86 MB /s
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The time of the 3380 plate brought great progress in response time behavior,
throughput and in the high capacities for the then operated IBM computers
3031, 3032, 3033, 3042 and / 370. Depending on the model, the average
search times ranged between 12 and 16 ms. Two drives were always housed

in one housing unit. Capacities of 1.26 GB (JModels) and

3.78 GB (KModels) shown. This meant a total capacity of 20.16 GB for a
fully expanded 4-way line of J models and a total capacity of up to 60.5

GB was achieved for the KM models.

The plates were built in 14 inch format. In order to lift the important plate
stacks out of the housing units, specially designed lifting trucks were used by

the technical field service.

The function was implemented in the 3880/3380 subsystem for path
redundancy reasons '‘Dynamic Path Reconnect’ introduced, which in the
event of a path error ensured that the data transfer to each HDA of the
subsystem could take place on an alternative path. This multi-path
architecture in conjunction with the new mainframe channel subsystem

ensured 30% higher throughput in the storage subsystem.

Physical specification of 3380 disk subsystems: models

FROM D E cJ2 J K

Actuators per unit 4th 4th 4th 2nd 4th

Cylinder per device 885 885 1770 885 885 2655

13275 13275 26550 13275 13275 39825

Tracks per device

GB per unit (box) 2,520 2,520 5,041 1,260 2,520 7,562

IBM led on the magnetic tape subsystem side 1983 the last roller conveyor
system with the IBM 3430 one that was used primarily with the IBM 43xx and
IBM 303x Series processors, but also with the Midrange System / 38 at that
time. The compact design allowed users to set up on a much smaller area
compared to the IBM 3420. The roller belts were inserted horizontally from

above, as with the IBM 3410 (1971).

Due to the new IBM 3480 cassette technology, which was announced a year
later as a replacement for the roller belts, 3430 units were not sold in large

quantities, but would nevertheless remain on the market for quite a long time
in order to meet the data carrier exchange requirement that continued in the

following years Roller tapes was made.

1975 - 1993

4th

IBM 3430 magnetic tape subsystem, last IBM roll, market launch in 1983

1984:

The dynamic achieved in the performance of 3880/3380 disk subsystems and
/ 370 computers also required a performance adjustment on the backup side, the
magnetic tape systems. With the IBM 3480 the change from the previously
used roller conveyor systems to the cassette technology was initiated. The
new IBM 3480 magnetic tape system transferred at 3 MB per second, just as
fast as the IBM 3380 disk storage, thus closing the gap in overall system
behavior. The 10.5-inch rolls of 3420 technology that had been used until then
were replaced by palm-sized, rectangular cassettes. With a recording density
of 38,000 bytes per inch, the new cartridges recorded twice as much data as
conventional reels, i.e. up to 200 MB. With the addition of a storage chute
(stacker), several cassettes could be automatically preloaded one after the

other. This made it much easier to back up large amounts of data.

IBM 3480 magnetic tape system



1984: Change from cl

ic roller yor to 3480 tte hnology

1989:

With the IBM 3390 disk technology the form factor used with the IBM 3380
has been reduced from 14 inches to 10.8 inches. Initially, the 3390 technology
was still produced with the conventional 'brown coating', where iron oxide
particles (rust particles), which were distributed as homogeneously as
possible in a synthetic resin mass for uniform magnetization, were used as
magnetization carriers. The introduction of a new coating, its development 1989
was initiated and the 1991 used, allowed the use of a new read / write
technology. The new heads - like their predecessors - wrote inductively,
creating magnetic fields in the coating of the plates with the help of a tiny gap
in the metal core of miniaturized electromagnets. Up to this point the
electromagnets were also used for reading. For the number of coil turns you

had to

Size pari: of

ic tape sy IBM 3420 versus IBM 3480

1975 - 1993

find a compromise between reading and writing to enable both processes.
Now they could only be optimized for the writing process, because reading
takes place in the 3390 technology via a second component, a reading film.
The film was very small and consisted of thin layers of different metals such
as iron, chrome and cobalt. A short time later, the film was switched to nickel
and iron. If the direction of magnetization reversed within the track on the disk,
the electrical resistance changed abruptly, especially in the middle layer of the
head above. This is known as a magnetoresistive effect, which is
appropriately amplified and evaluated as a signal. This new technology
ensured safe reading with the highest recording density, because even the
smallest stray fields could be differentiated from information units. Simply put,
two specialists were introduced, an inductive head optimized for writing and a
specialist for the reading process (detailed description in the technology
appendix). Both specialists together formed the read / write element, which

was positioned by the access mechanism.

The new read / write head technology of the IBM 3390 required a new coating
using what is known as thin-film technology. The surfaces of glass plates
made of a specially hardened glass were coated with an alloy and then
subjected to a baking process. The magneto resistive read / write technology
in connection with thin film coatings on the plates was used for the first time in
the 3390 series with the models 3 and 9. The aluminum plate, which had been
used since the introduction of magnetic disks and which was coated with
finely ground, soft magnetic material in a synthetic resin as a binder, had thus

become obsolete.

Compared to the IBM 3380 series, the 3390 series delivered an improvement
in access time of 28% and the data transfer rate was increased by 40%
because 4.5 MB / s could be transferred instead of 3 MB / s. This enabled the
channel speeds of the then new 3090 computer to be used. It was also
possible to transfer from the computer to the subsystems via four
simultaneous paths (four path data transfer). The 3390 disks and also the
3380 disks were connected to the new IBM 3990 control unit, which was
equipped with larger disk buffer sizes (cache) from 16 to 64 MB (3990 models
3).
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1989: IBM 3390-1/ 2, 1991: IBM 3390-3, 1994. IBM 3390-9, rear IBM 3380-K line with 60 GB capacity, front 3390-3 line with 90 GB capacity, right IBM 3990 control units

A fully expanded 3390 Model 3 line with 1 x A38 and 2 x B3C had a total
capacity of 90 GB. The large capacity model 9, which came on the market in
1994, tripled the capacity even more. However, the 9 models were used only
to a limited extent because the disks were slower due to their high capacity,

and were used for applications where access times and data were sufficient.

Physical specification of the 3390 disk subsystem models

Capacity / Capacity / Number of Capacity /

actuator HDA HDAs unit
A14 0.946 1.89 2nd 3.78
A18 0.946 1.89 4th 7.56
B14 0.946 1.89 2nd 3.78
B18 0.946 1.89 4th 7.56
B1C 0.946 1.89 6 11.35
A24 1.89 3.78 2nd 7.56
A28 1.89 3.78 4th 15.1
B24 1.89 3.78 2nd 7.56
B28 1.89 3.78 4th 15.1
B2C 1.89 3.78 6 227
A34 2,838 5.67 2nd 11.34
A38 2,838 5.67 4th 22.68
B34 2,838 5.67 2nd 11.34
B38 2,838 5.67 4th 22.68
B3C 2,838 5.67 6 34.02

1975 - 1993

1991:

This year, IBM took the first step towards smaller form factors of magnetic
disk drives in subsystems. The offered IBM 9340 disk systems and IBM
0662, for the first time on the basis of disk diameters with 5.25 or 3.5 inches,
consisted of a frame in which the control unit was installed together with
several disk drives. A standard 9309 frame accommodated up to eight IBM
9345 plate racks. Each drive contained two drives, each with 1 or 1.5 GB of
storage capacity. They were 5% inch drives of the latest technology with a

data rate of

4.4 MB / s, average rotation waiting time of only 5.6 ms and in proven
CountKeyData (CKD) storage form. The IBM 9341 control module was
available for requests up to 24 GB. It was connected to the 9221 or 9370

processor series as a 2-path subsystem without a cache.

Larger memory requirements and even higher requirements were covered
with the standard frame IBM 9343 with built-in control unit with 4-way
functionality and with 9345 bays. The capacity was gradually increased to 48
GB. The IBM 9341/9343 allowed the uninterrupted addition of disk trays. High
performance without cache was especially achieved in database applications
with high random access. Significant increases in corresponding applications

were later made possible by a model-dependent 32MB to 64MB cache.



1989/1991:

Parallel to the 3390 plate development series 1989 on the tape side of the
successor to the 3480 tape system, the IBM 3490, available and 2 years later
the extended version in the form of the IBM 3490E. The 3490 drive technology
used 18 tracks, the 3490E technology 36 tracks.

For the first time, the 3490 technology used very powerful control units with
a dynamic buffer memory of 2 or 8 MB to control the tape subsystem.

Likewise, when recording with a new comm

Priming process worked, the IDRC (Improved Data Recording Capability),
which allowed compression factors of up to 3: 1. The new 3490 systems
could be controlled with ESCON channels, as was the case with the 3390
plates. This laid the foundation stone for ESCON, which was to replace the

BMPX (Block Multiplex) cabling that had been used until then.

The achieved recording density was 3490 with IBM
38,000 BPI with cassette capacities of 600 and 1,200 MB, with 3490E, double
the number of tracks resulted in 78,000 BPI with cassette capacities of 1,200

and 2,400 MB.

IBM 3490 magnetic tape system

1975 - 1993
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The era of permanently installed panels with external control units

IBM 3495 tape archive with 5,660 to 18,920 cartridges (13.5 to 45.5 TB), height 2.38 meters, depth 2.46 meters, length depending on the model 13.4, 18.3, 23.2 or 28.0 meters, 4 to a maximum of 64 IBM 3490

drives

1992: IBM announced its own automatic after several years of cooperation in For comparison: The mass storage device from 1974 allowed a maximum of

the band archive area with the companies Grau and Haushahn Magnetic about 0.24 TB.

tape archive IBM 3495 for large processors that were supported under the

MVS operating system. With an IBM 3490 cassette capacity from The 3495 robot system used at that time was heavy and was not particularly

accepted by the market except for a few customers. IBM was often asked

2.4 GB, users were able to use the library capacities of why a robot weighing several tons was necessary to transport a small 3490
Expand 13.5 TB to 45.5 TB. cassette.
1975 - 1993



1993: Then came the automatic one and a half years later Magnetic tape
archive IBM 3494 in a much more compact design and with an adequate
robot system, which supported the MVS platform as well as AS / 400 and
RISC6000 systems.

The 3494 library system was functionally expanded in the following years and
is still an active library system that is mainly used in the mainframe
environment. It was also the first IBM TapeLibrary to mix 3490 and 3490E
drives and cartridges, and also to support the successor to the 3490, the IBM
3590 drive technology. With 3590 drives, which became available as
successors of the 3490E in 1995, channel data rates of 9 MB / s could be
achieved with the first Model B. The 3494 was also a library that could and
can operate the mainframe and open systems at the same time. The E and H
models of the 3590 were later supported. The library manager of the 3494

was continuously expanded

1993 IBM 3494

1975 - 1993

developed and adapted to the VirtualTapeServerSystems VTS with their
further developed functionalities that can still be operated with the library
today. With the availability of the first Jaguar 3592 drives in September 2003
(see era of multi-platform systems and SAN), IBM developed an intelligent
integration of these small drives into the 3494 library. In the exact size of a
Magstar 3590 drive, so-called 'cradles’ housing units were built, where two
Jaguar drives can be accommodated in front of their part. The cradles are
open to the rear. There are two power supplies. The two Jaguar drives are
connected to both power supplies to ensure power supply from two
independent sources. The IBM 3494 will still be operated in some data
centers in 2010. In 2005, IBM published the 'SOD' (Statement of Direction) to
continue to support future Jaguar drive technologies. The new high-end
TS1130 drive can also be installed in the library. Marketing will be withdrawn
in autumn 2009. IBM plans to maintain Library 3494 in IBM maintenance

through the end of 2015.

IBM 3494 housing unit D22 with ‘Cradles’ and TS1120 (Jaguar) drives
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1975 to 1993

Commentary on the era of the permanently installed panels with

external control units

The requirements regarding high availability became ever higher. That is why
the company switched from removable plates to permanently installed plates.
Fixed panels were many times more reliable. In addition to availability, the
requirements for investment protection have also increased. To take this into
account, IBM established the principle of changing control units and disk
storage throughout the entire era. This looked like new plate units could be
connected to the existing control units, then came a new, more powerful
control unit on which the old plates were operated. Then new plates became
available that could be connected to the existing control unit, and then a new
control unit came. This change principle was so positively received by the

market

On the control unit side, the IBM 3880 was the first to introduce cache and
corresponding caching algorithms in order to keep pace with the performance
development of the computer systems. The most important function here was
the 'DASD Fast Write'. This was also maintained and expanded with the new
3990 control unit. Function after function was added. The functional
expansions continued until the last model of the external control units, the

3990 Model 6, until the mid-1990s.

1975 - 1993

The era of permanently installed panels with external control units

At the beginning of the 90s, the 'brown' plate production was changed and thin
film coatings were introduced. This led to significantly higher reliability,
because it was possible to work with grain structures and iron oxide particles
(rust) were no longer required as data carriers. The newly developed
magnetoresistive head technology (MR head technology) was used (see also

technology appendix).

The big technological change came in 1984 in the tape sector. The roller belt
was replaced by a small cassette with the 3480 belt technology. This was
primarily necessary to match the belt area in terms of performance to the

plates and the overall system.

At the beginning of the 1990s, the first automated tape archives came with
the products IBM 3495 and IBM 3494 with robots and gripper systems that

could transport the tape cartridges.

Overall, the very long-lasting era of the permanently installed panels with
external control units was an era that was characterized by constant further
developments with regard to data security and investment protection and
ensured that the storage kept pace with the newly developed computer
systems. In addition to data security, the top priority was the overall

performance of the network of computers and storage systems.



The era of RAID systems

1994-1998

1994 to 1998
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1994 to 1998

The era of RAID systems

Disk systems with RAID architectures 3rd The University of Berkeley in California already described in 1987
In 1994, IBM offered a completely new concept for external magnetic disk (the study was carried out on behalf of IBM) in a document entitled
systems under the registered trademark, which was used again for the first "A Study for Redundant Requirements of Cost-Effective Disk

time since 1956 'RAMAC' at. This time the letter order RAMAC stood for ' R AID Storage” (A Case for Redundant Arrays of Inexpensive Disks), how
A rchitecture with M ultimate level A daptive C. ache '. to interconnect the disk drives in question into a single addressable
disk from the operating system'’s point of view to use them for larger
systems and achieve either higher transfer rates or higher data
What was the background and what did this mean specifically? availability or both. In this paper, 5§ RAID levels were defined, which
differed in the balance between transmission performance and the
1. The processing speed of comparable process degree of fault tolerance.
Between 1964 and 1994, sensors had grown about 400 times faster
than the transfer rate of the disk access mechanisms and about 30
times faster than the transfer rate of the common channels. The

fastest way was to increase the capacity per access mechanism - by

a factor of around 6,000 - twice as fast as the processing speed of RAID1 describes the double storage of data on two disks with completely
the processors. The demands on the availability of data in identical content (mirroring, mirro ring). If one drive fails, the system
international and in-house networks increased constantly and accesses the other.

because technical failure of components could never be completely

ruled out, the demand for fault-tolerant systems grew.
At RAID2 the data is copied byte by byte to several disks (multiple mirroring).
An error code is saved on another disk, which can be used to reconstruct lost
data.

2nd Parallel to the development of ever more powerful magnetic

The industry had included disk storage for large and medium-sized

systems - including IBM - for the fast growing market of single-user At RAID3 the individual bytes are also stored on several disks - albeit

computers (PC, laptop, notebook) in the dimensions small, but at a alternately - and on a separate disk so-called parity bits. If a disk fails, its

high technical level, powerful and reliable disk drives. At that time it content can be restored using the disk that has remained intact and the parity

was foreseeable that the capacities of these drives would increase bits.

rapidly. In addition, these small disk drives could be manufactured

much more cost-effectively than the large disk files, which at that

time were already known as SLEDs (Single Large Expensive Disks). RAID4 differs from RAID3 in that the data is divided into whole blocks of

several kilobytes instead of individual bytes.

At RAID5 the system creates parity bits for blocks of several kilobytes, which
are distributed across all disks so that they are always on a different disk than
the data from which they were generated. The method offers a high level of
security with relatively quick access, because the distribution enables parallel

write updates. That is why this RAID level was most widespread.

1994-1998



For the sake of completeness, RAID levels added later are mentioned:

RAIDG offers additional parity bits (two parity schemes) compared to RAID5
and thus even more security (up to two disks can fail within an array), but at

the expense of the performance of an array.

RAID7 also logs all write accesses.

RAIDO distributes the data in small packets over several disks and enables
fast access, but due to the lack of redundancy there is no increased security.
Finally there is RAID10, also known as level 1 + 0. It works like RAIDO, but
with two sets of disks of equal size, the second group containing the exact
mirror image of the content of the first group. This solution requires many

drives.

In the meantime (until today, in 2010) entirely new RAID levels have
developed from these basic RAID levels, which are beyond the standard
levels, are sometimes nonsensical, but in some cases also represent an
optimization of the basic levels (such as RAID 1E, 1E0, 1.5, Matrix RAID,
RAID15, 51, 53, 45, RAID5E, 5EE and RAID5DG / RAID ADG).

4th A RAID advisory board was established in 1992
(RAID Advisory Board) from 40 user and manufacturer companies,
including IBM. This made RAID a kind of industry standard in the
1990s. The meaning of the original name RAID has been slightly
corrected: 'Redundant Array of Inexpensive Disks' have become

‘Independent Units' (Redundant Array of Independent Disks).

IBM has had a patent since 1978 for the restoration of data stored on a failed
unit from a group of drives. Like the rest of the industry, IBM endeavored to
effectively address the challenges arising from the points outlined above. The
increasing changes in the market with its constantly growing number of
providers, more and more established hardware and software platforms,
dynamic innovations and the ever shorter product cycles made it necessary to

significantly change and adapt the IBM business policy. So far

1994-1998

IBM produced almost exclusively for its own needs for distribution through its
own organization to end users and was only occasionally a subcontractor of
other manufacturers (industry term for such businesses is OEM, Original
Equipment Manufacturer). One example was contracts concluded in the 80s
and 90s for delivering slightly modified IBM disk storage to Siemens. IBM
always allowed third-party products of all kinds within their configurations and
software platforms, without appearing as suppliers in the environments of
other manufacturers. On the networking of data processing products and DV
platforms from various manufacturers, which is widespread among DVB users

- heterogeneous client / server environments

- IBM responded with offers that supported all of its own and third-party
interfaces relevant to the respective products. The storage business was
further promoted through the acquisition of appropriate business partners in
addition to the actually blue sales. It worked with more and more business
partners who successfully tried to sell IBM hardware and software products in

their sales organization. This trend has significantly increased to this day.

As already described at the beginning of this chapter, IBM made 1994 as the
first company on that RAID5 based magnetic disk system available, the
former RAMAC 1 (IBM

9391). RAMAC 1 was announced in June 1994 and was available from
September 1994. A served as the basis for a RAMAC storage unit IBM 9392
slot ( Drawer), which was integrated into a frame with several other inserts.
Each of these bays contained four 3.5-inch disk drives with 2 GB capacity
each (Allicat drives), two power supplies, two cooling fans, a RISC
microprocessor as controller, a battery-supported buffer memory (non-volatile)
and a rechargeable battery. Each slot represented a self-contained RAID5
system. Up to 16 of these RAID5 slots could be integrated into the frame.
RAMAC came in two versions. The RAMAC array only contained the RAID5

bays and was connected to the powerful 3990 control unit at that time. The RAMAC

subsystem included the higher-level controller function in the same housing in
which the plug-in units were integrated and was installed on the side of the
frame. In the full expansion stage, both systems delivered a usable disk

capacity, RAID5 secured, of 90 GB.
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1994 to 1998

The era of RAID systems

RAMAC 2 and RAMAC 3 followed because of the rapid progress in the
capacitive possibilities of the 3.5-inch drives at intervals of only one year. The
UltrastarXP drives were used for RAMAC 2 and the Ultrastar 2XPL drives for

RAMAC 3. The computational capacity doubled for each subsystem.

With 16 bays, RAMAC 2 offered a usable capacity of 180 GB and RAMAC
3 of 360 GB.

With RAMAC 3 in the version of the RAMAC array for connection to 3990
control units, a new model of the control unit was introduced at the same time,
the 3990 model 6. This control unit was a double control unit that was
integrated into a housing and on which two RAMAC 3 arrays are operated
could. Two RAMAC 3 arrays on the 39906 thus delivered a total capacity of

up to 720 GB usable as a 'double subsystem'.

The RAID5RAMAC series was very successful on the market, but could not
be continued over the years because the cost factor in production could not
withstand the price drop of the gigabytes in the offered subsystems. Each slot
as an independent system and up to 16 slots under its own control unit, thus

two cache levels: this was very complex to produce.

left: IBM RAMAC subsystem with integrated control unit right: IBM RAMAC

array for connection to 3990 control units

1994-1998

This was one of the main reasons why 1996 a Cooperation with the
company StorageTek regarding the distribution and further development of
the available 'lceberg' plate system was closed and the IBM put two plate
subsystems from STK on the market. The 'Ice berg' was named by IBM IBM
RVA (RAMAC Virtual Array) marketed, the large capacity system from STK
as IBM RSA (RAMAC Scalable Array). The RAMAC Virtual Array was
announced in July 1996 with immediate availability. The more powerful RVA

in the turbo version became available almost a year later, in April 1997.

The RAMAC Virtual Array IBM RVA IBM 9393 met the requirements of RAID6 and

offered a very smart solution for creating and growing files. Previously, users
had to reserve sufficient space for growing files. This meant keeping a
constant supply of empty tracks (allocated tracks) or unused capacity. If the
system ran out of capacity when running a program for a growing file, the
operation was aborted abnormally. The system automatically searched for
free space at the RVA. Reservation (allocation) was no longer necessary and
cancellations due to lack of storage space were excluded. This special
algorithm was referred to as a logically structured file algorithm (Log

Structured File).

1996 - 1998 IBM RAMAC Virtual Array RVA, IBM RAMAC Virtual Array 1996, IBM RAMAC Virtual
Array Turbo 1997, IBM RAMAC Virtual Array Turbo 2 1998, capacities from 840 GB to 1,680 GB
arrays 13 + 2 + 1 RAID6 or 2 x (5+ 2 + 1), array capacity up to 420 GB, minimum configuration: 2

arrays, maximum configuration: 4 arrays



If there were any traces to be written on the disks, the control unit sought the
space on any disks in the available arrays. The obsolete traces were simply
released for overwriting in a space reclamation process. The whole thing was
managed via pointer tables and the pointers of a current changed file were
simply adapted accordingly. This new LogStructured File Architecture, as the
first virtual disk architecture on the market, also allowed single files or
volumes to be copied in a matter of seconds without having to reserve
additional space for the copy. Only the changes in the form of new tracks or
track updates again required new space. The system created corresponding
copy pointers, that matched the original pointers on a single track basis. This
function was called 'SnapShot'. Thanks to this principle, the RVA could be
used much more in terms of disk allocation compared to conventional disk
systems. With the RAMAC Virtual Array, IBM SSA disks were used in the
backend and the system could be configured with 4.5GB, 9GB and later with
18GBSSA disks.

The second product from the StorageTek series, the IBM RSA

(RAMAC scalable array) corresponded to the conventional subsystem
architectures, but could already 1996 can be expanded to 1.4 TB in relatively
small scalable steps. The system was, however, capacitively overhauled by
the RVA in the Turbo and Turbo2 versions at relatively short notice and

showed only very little market penetration.

Disk systems for open systems

While IBM mainly concentrated on the RAMAC series for magnetic disk
subsystem development in the mainframe area, new architecture
developments for disk subsystems in the OpenSystems area were carried out
in parallel. Until the end of the 1990s, there was no disk system that could
serve servers from the OpenSystems area (AIX and other UNIX derivatives
and the Intel platforms) and the mainframe with its MVS operating system at
the same time. On the OpenSystems side, IBM went different ways. Starting
in the 1990s, a new, OpenSystem-compliant plate architecture was developed
in the IBM laboratory in Hursley in England SSA should be used for many
years. SSA stood for Serial storage architecture, an architecture that
complies with the limitations of the SCSI disks previously connected to

OpenSystems servers

1994-1998

IBM 7133 disk subsyst: SSA archit
‘Deskside’ Entry, model D40 'R.

with SCSI host connections, model T40
Disk Sy

" disk type

Capacities from / to

18.2 GB 72.8-291.2 GB

36.4 GB 145.6 - 582.4 GB

72.8 GB 291.2GB-1.16 TB
146.8 GB 587.2GB-2.34TB

systems (Small Computer Systems Interface) eliminated. At SSA, a loop
technology was used for the connection of disk drives, which allowed two
write and two read | / Os to be placed in the loop at the same time using newly
developed adapters, and all drives in the loop were operated with equal rights.
The well-known Arbi tration, as was the case with SCSI-based drive lines, was
eliminated. With a SCSI drive train, one | / O always had to be dealt with
before the next one could start. In addition, drives that were connected at the
very end of the SCSI line were disadvantaged in terms of operation. An SCSI
line had the limitation that a maximum of 15 drives could be connected. The

new SSA architecture overcame these limitations 1992

was first used in subsystems.

41



42

1994 to 1998

The era of RAID systems

The best known system was the IBM 7133 Serial Storage Architecture Disk
Subsystem, that could be connected to RISC systems / 6000, power servers
and power stations and was always equipped with the latest 3% inch drives.
The IBM 7133 subsystem was announced in July 1995 with immediate
availability. It was one of the most successful disk systems in the AIX
environment and was sold directly via the AlX sales channel. During the life
cycle of the 7133, over 42,000 panel systems were put into production

worldwide, a unique sales success.

The last systems in SSA architecture (IBM 7133 models T40 and D40)
remained until 2003 in active IBM sales and at that time could connect to
existing FibreChannel infrastructures (SANs, Storage Area Networks) via

gateways.

1999 IBM announced its own self-developed disk subsystem under the name
for the mainframe IBM ESS (Enterprise Storage Server) , but more under the
development name "Shark' became known and ultimately replaced the RVA
and RSA in IBM sales. Sto rageTek then again sold the RVA itself under the
name STK Shared Virtual Array. The ESS was not only a disk system for the
mainframe, but could also be connected to all common OpenSystems
platforms. This created the prerequisite to operate both the mainframe and the
Open SystemsServer with a disk subsystem, as had been possible on the
tape archive side for years. Over the following years, the ESS partially
replaced the IBM 7133 Serial Disk System in the OpenSystems area. At the
same time, FibreChannel-based plate systems for the Open Systems

platforms were introduced.

Belt systems

A look inside the IBM 3590 Magstar drives

Magnetoresistive read / write heads with the 'Track Following Servo' principle
were used in tape technology, where the reading elements constantly control
how well the bits were written by the write head. The cassettes were filled with
128 tracks and the data rate of the Model B of the 3590 was a fascinating 9

MB per second (native).

The drives were available as a standalone version, i.e. permanently installed
in a housing with appropriate autoloaders, but they were also used in the

current IBM 3494 tape library. Fully expanded, the IBM 3494 with 3590B

In addition to disk subsystem development in the 1990s, IBM introduced one newdrives had a capacity of 180 TB (native). The drives themselves had two SCSI

tape drive technology as a replacement for the 3490 technology previously
used

IBM 3590, the one under the name Magstar got known. The first drive of the
Magstar 3590 was the Model B, which recorded a native capacity of 10 GB on
a Yz inch cartridge. The 3590B drive was announced in April 1995 and was

available in September of the same year. This new recording was the first

1994-1998

interfaces and could either be connected directly to OpenSystems servers or

via a control unit to ESCON-based mainframe servers.

The Magstar development series then became 1999 with the new E-model expanded,
which had twice the number of tracks with 256 tracks and a capacity of 20

GB on the Kas
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IBM 3590 Magstar Tape Subsystem 1995: IBM
3590-B with 9 MB / S data rate 1999: IBM 3590-E
with 14 MB / S data rate 2002: IBM 3590-H with 14

MB /S data rate Cassette capacities (native): Model

normal cassette long cassette
3590-B 10 GB 20 GB
3590-E 20 GB 40 GB
3590-H 30 GB 60 GB

set saved (native without compression). The data rate was increased from 9

MB /s to 14 MB / s. At the same time, IBM launched a new cartridge, the 3590 —

'Extended Length Cartridge’, which with the double tape length (described
with 3590E) also represented twice the capacity, namely 40 GB. This
increased the 3494 library capacities to 374 TB using the normal cartridge
and up to 748 TB using the long cartridge. The Magstar development series

was available from May 1999.

The Model E of the Magstar series had a powerful controller, which in
addition to recording data also blocks Parity blocks recorded in order to
enable a much higher error recovery. (When 16 tracks were recorded at the
same time, after 7 data blocks in the eighth and after another 7 data blocks in

the

1994-1998

16. Track recorded a parity block and 'striped' over the logical track set

of eight tracks - RAID5 on tape.)

A test with the Magstar E model, which was carried out in June 1999 and in
July 2000 in the IBM laboratory in Tucson, Arizona, shows what Magstar can
do in terms of recovery. All key consultants such as Gartner Group and IDC
were invited to the experiment. With the E model, a cassette with 256 tracks
was fully written and a clean Read Verify was obtained. Then the cartridge
was unloaded from the drive. A 1.25 mm hole was then punched into the
center of the tape. This hole reflected approximately 100,000 bits, which were
then missing. The cassette with the hole was reloaded into the drive and the
read operation was carried out successfully without errors. All missing data
bits could be 'recovered' by the ECC (Error Correction Code) via the bit block

distribution and the parity bit blocks.

The drive had two SCSI interfaces. From May 2000, the Magstar drives were
also available with two FibreChannel interfaces. This enabled the drives to be
connected directly to a FibreChannel-based SAN network. The
corresponding controllers came onto the market with a delay, which also

enabled the drives to be connected to FICON-based mainframe computers.

E . W N OO . LB |

Hole punch test with Magstar 3590 tapes in 1999 and 2000 in the IBM laboratory in Tucson
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The era of RAID systems

The last model of the 3590 Magstar series came in 2002 with the 3590 Model
H, which recorded 384 tracks on the same cassettes and thus increased the
cassette capacities by 50%. Model H was announced on June 25, 2002 and
was already available on June 28, 2002. The data rate of the 3590H remained
at the level of the predecessor 3590E, at 14 MB per second. The 3494 library
cassette capacities now reached 1 petabyte native capacity in full

configuration (without compression).

In September 1996 was created by IBM new cassette tape system was
introduced, which achieved extremely fast access times in addition to high
streaming speed. The

IBM Magstar MP 3570 offered a data transfer rate of 15 MB per second and
access times of just a few seconds. This was made possible with a special
cassette design, where the basic position of the tape in a two-spool design
was in the center position. For example, when loading the tape, it could be
spooled both to the left and to the right in order to quickly access a file. This
new concept, however, only enabled small cassette capacities of 5 MB and
later 10 MB, which was not widely accepted by the market as was originally
thought. Therefore, the life cycle of the Magstar MP was short and limited to

about 3 years.

With the availability of the first Magstar models 3590-B 1995

there was one in the mainframe environment new problem,

because the now high cassette capacities of 10 GB native and the high data
rates of 9 MB / s native were only used to a small extent. A worldwide study
showed that the degree of utilization in the mainframe environment was
around 200300 MB per cartridge and the data rates were on average 23 MB /

s and for many backup jobs even less than 1 MB / s. Around

IBM Magstar MP 3570 tape subsystem

1994-1998

to fix this problem, IBM started Tape virtualization solutions for the
mainframe area in order to make maximum use of the physical resource
behind it, both in terms of the capacity of the cartridges and the data rate of

drives. The emerged from an initial software-based volume stacking solution

3494 Virtual Tape Server VTS, the one in June 1997 with the first Model B16 came

onto the market. The tape volumes that had to be backed up were buffered on
a disk buffer and indexed. As soon as so many volumes were written to the
disk buffer that they could fill a 3590 cartridge, a copy of the entire collection
of disks was written to the fast drives (premigration) and the cartridges were
filled to the maximum (stacked volume principle). The original remained in the
plate buffer. This has maximized the utilization of cartridge capacities and
drive speeds. Recalls of volumes that were still in the disk buffer were carried
out at disk speed, and many jobs could be started in parallel during backup,
since many virtual drives were available. IBM implemented a so-called
‘outboard' solution, which was completely transparent to the host and the MVS
operating system and showed the same transparency with regard to the tape
management system and the catalog entry. 3490E drives with cartridge
capacities of 400 or 800 MB were emulated and the host did not register that

he had no physical drives in the access.

The first virtual tape server IBM 3494 B16 was then integrated directly into the
3494 tape archive as a housing unit. The B16 housing housed the RS / 6000
server, a RAID 5 secured disk cache with SSA disks, which could be
expanded up to 72 GB, as well as the ESCON connections and 400 cassette
slots required for the host. Later, one worked with external units, as the further
development of this concept shows. In today's world, virtual tape solutions
have become indispensable because it is the only way to make maximum use

of tape and tape library resources in this way.



The principle of integrating the VTS (Virtual Tape Server) directly into the
3494 tape archive turned out to be extremely unfavorable. In addition, the
throughput of the B16 at that time was very small and only reached 68 MB / s
because it was operated without compression. That is why IBM terminated a
year later, in June 1998, with an availability in August 1998, a new one external
model B18 which could be operated as a separate unit next to the 3494
library. This new unit offered compression, which was carried out directly in
the host adapters, then based on ESCON. This had the advantage that all the
data in the disk buffer was already compressed and the utilization rate in the
disk buffer was increased by an average of a factor of 3. The use of SSA
drives with 9 and 18 GB capacity increased the size of the disk buffer to 288
GB and 576 GB. Later, with 36GBSSA files, disk buffers of up to 5.2 TB
(usable) became possible. As a result, the dwell time of the volumes in the
disk buffer was increased many times and recalls were carried out directly
from the disk buffer as virtual mounts at disk speed. The B18 units at that

time, depending on the expansion stage,

Many other companies jumped on this business very quickly and a whole
series of band virtualization solutions, HW-based, but also pure SW
stacking solutions became available on the market. However, many

disappeared from the market very quickly.

The model B18 was functionally expanded in the following years. Import /
export options for logical volumes were possible. With the introduction of
follow-up models in August

2001, of the models B10 and B20, In addition to the ESCON connections,
FICON connections were also available and a wide range of new functions

were used

IBM Virtual Tape Server VTS, 1997: Model B16, 1998: Model B18, 2001: Model B10
and B20

1994-1998

was still available for the old model B18 in a limited form.

These new extensions, as '"Advanced Function' designated, allowed over a APM
(Advanced Policy Management) new functionalities at the IBM VTS. They
are still in active use today and form the Interlocking with SMS (System

Managed Storage) as an integral part of the z / OS operating system.

The functionality ‘Logical Volume Pool Assignment’ offers the possibility to
manage logical volumes individually per number range in different physical
cassette pools. This made the IBM VTS multi-client capable. With 'Selective
Dual Copy' two copies of a logical volume can be created in two different
physical cartridge pools. The function ‘Peer to Peer Copy Control' addresses
a PtPVTS complex and allows you to control which logical volumes are
mirrored in a PtP complex in Immediate Copy Mode and which logical

volumes are mirrored in Deferred Copy Mode.

With 'Tape Volume Cache Management' ( this function was previously
available, but host-controlled), logical volumes can be assigned to a cache
management preference group. There are two preference groups available.
The preference group controls how the logical volumes in the disk buffer are

handled.

But the most important introduction in August 2000 was that
Principle of mirroring entire VTS systems, which is still referred to today as

Peer to Peer VTS and quickly established itself in the market, especially

among banks and insurance customers. A PeertoPeerVTS complex offers this synchrone

mirror possibility and asynchronous mirroring. Another feature that 2004 was
introduced ( Selective Peer to Peer Copy), Individual volumes or entire
storage groups can also be managed both mirrored and non-mirrored in a

VTSPeerto Peer mirror complex.

The VTS story, which began in 1997, was a unique success story for IBM,
especially in the mainframe environment, and IBM decided to continue this
success story with new systems and new functionalities over the following

years.
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The era of RAID systems

Linear tape open LTO Ultrium

In the first half of the 90s had one in the OpenSystems environment,
especially in the area of small and medium-sized businesses and in smaller
companies Tape technology that dominated this market: DLT ( Digital Linear
Tape), a cheap alternative to high-end %% inch technology that was affordable
for small businesses and had a market penetration of 90% by mid-1995. DLT
was the manufacturer and supplier of Quantum. The smaller part of the
market went to HelicalScan based technologies and the QIC (Quarter Inch

Cartridge) and MiniQIC technologies.

With the Merger of the companies IBM, HP and Seagate in a new tape
development committee, the so-called LTO (Linear Tape Open) Panel, an
initiative was launched to counter the dominant and dominant Quantum DLT

with an alternative. The LTO Development Board started its work in 1996.

The specifications of LTO were from 1997 to 1999 developed to as first tape
technology standard to come onto the market and stop the then rampant
growth of different technologies and media. LTO is an official ISO standard,
both in terms of technology and medium, which allows LTO media to be
processed on any LTO drive, regardless of which manufacturer, regardless of
which manufacturer. Today, over 30 companies have acquired LTO
manufacturing licenses. In addition, there are the OEM agreements that the
development companies IBM, HP and Seagate had entered into. LTO
therefore had a great opportunity to prevail over DLT in the market in the long

term.

LTO1 drive with LTO1 Ultrium cartridge

1994-1998

If you look at the market shares today, 2010, this calculation worked.

Today DLT has almost disappeared from the market.

As the LTO Group 1997 When the standards for standardization were first
developed, she first assessed all existing tape technologies for their plus and
minus points in order to incorporate the good in LTO and omit the negative.
No more wild growth, compatibility was required! Whether Sony AIT or 4 mm,
8 mm helical scan technology from Exabyte, Quantums DLT to Super DLT,
Philipps NCTP, Quarter Inch Cartridge or Mini Quarter Inch Cartridge: all
technologies that were not compatible and therefore had difficulties, continue

to advance to assert itself permanently on the market!

Due to the high reliability, the recording technology was chosen for the IBM
Magstar linear serpentine recording, which describes the tape at a data rate of
15 MB / s with 384 tracks (LTO1) and 35 MB / s with 512 tracks (LTO2). Eight
tracks were always written at the same time. At these track densities, the
cartridges reached native capacities of 100 GB (LTO1) and 200 GB (LTO2).
With this high wheel density, it was necessary to ensure that the read / write

elements were guided as precisely as possible.

For this purpose, a new, time-based tracking system used that worked with
five prescribed servo tapes, each with eight servo areas. The AIT (Advanced
Intelligent Tape) technology from Sony adopted the memory chip integrated in

the cassette, but with a larger storage capacity (4 KB).

Cartridge loading on the IBM LTO1 drive



IBM autoloader and library offering with LTO drives, late 2000, left IBM 3584 Library, bottom right IBM 3583 Library, above it the Autolaoder IBM 3581 and the
LTO stand alone drive IBM 3580

There is recorded what z. B. at Magstar, the tape is stored in the
VolumeControlRegion region: Manufacturers specified ReadOnlylnformation,
the table of contents of the tape and information on how many read / write
errors occur on the tape in order to move the cartridge to 'Read Only' status
for a certain threshold value for security reasons put. There was also space
for user-specific information. In addition to being saved on the chip, for
security reasons, all information was also stored in the tape's

VolumeVolumeControl region.

1994-1998

IBM developed to match the LTO drive development a new library concept, that
works with a gripper system (until today) that could optimally handle the

features of the standardized LTO cassettes. The robot system with this

special gripper was Late 2000 with the new IBM 3584 Library realized. The

IBM 3584, which at that time could only be operated on Open Systems, was

the perfect counterpart to the IBM 3494 Library, but with much more modern

options and a robot speed that is still unmatched today.
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With the introduction of LTO tape technology on the market, IBM changed its
previously pursued concept of producing everything itself. It was impossible to
survive as a single manufacturer in the already competitive Open Systems
market, which represented all types of solutions and built them in terms of
production technology. That is why IBM signed an OEM agreement with ADIC
back in 1999 that looked like ADIC received LTOL drives from IBM and in
return IBM the small libraries from ADIC, which were then marketed under the

IBM logo with IBM LTOL drives.

So ADIC provided the 'midrange libraries' at that time, the IBM 3583 and later
the IBM 3582 ( with ADIC Skalar 100 and Skalar 24). The only difference to
the ADIC products was that IBM integrated its own FibreChannel-based
control unit in both libraries, in order to give the libraries the possibility to
create logical partitions as sub-library raries and to directly install
FibreChannelLTO drives. ADIC used SCSI drives, which could then be
connected to SANs via a gateway. FC drives were only used and installed at

ADIC in early 2005.

IBM 3583 Ultrium Scalable Tape Library with the door open
The current autoloaders, midrange libraries and the special features of the

3584 tape archive are described in more detail below.

IBM 3582 Display - mini library with up to 23 LTO cartridges

1994-1998



Commentary on the era of RAID systems

Compared to the previous era, where the same control units and panels
remained up-to-date for years, the era of RAID systems was very hectic with
very fast development cycles. RAMAC 1, 2 and 3 came in succession at

intervals of only one year.

In this era there was enormous price pressure, which was caused by new

competitors and players in the record environment.

RAMAC 3 was the last Rolls Royce that IBM built, then the costs ran away
and the products were far too expensive compared to the competition. This
led to the merger of StorageTek and IBM and the IBM distribution of the
RAMAC virtual array (formerly STK Iceberg). Suddenly, IBM sales had to sell
a product they had always distanced themselves from. A massive rethink was
announced in storage sales. Log Structured File, the 'Garbage Collection -
which can't be anything', which was previously negatively commented by IBM,
had to be displayed positively. The fraternization with STK in the plate

environment had to be digested first.

In the OpenSystems area, the successful introduction of the SSA architecture
and the successful sale of the IBM 7133 disk system compensated for the

slump in the mainframe environment.

1994-1998

The years of development in the tape environment were just as hectic. In
addition to Magstar 3590, Magstar MP and the development of the Virtual
Tape Server (VTS), the LTO (Linear Tape Open) tape technology was
developed and specified together with HewlettPackard and Seagate. In
autumn 1999 the standard of LTO1 technology was ready. A prestigious race
between IBM, HP and Seagate then began. Everyone wanted to be the first

to launch LTO1 drives.

Seagate was the first company to announce its LTO1 drives in the spring of
2000. The Seagate drives became the last available. IBM announced in
September 2000 with immediate availability. HP followed a month later with

the announcement and availability.

The epoch was marked by sales struggles by many competitors in the record
and tape environment and was therefore so hectic because of enormous

price and prestige struggles.
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The era of multiplatform systems and FibreChannel SAN and NAS

1999 - 2006: IBM SAN, switches and directors from Brocade, McData (CNT) and Cisco

SAN, NAS, iSCSI

Up until 1999, the era of RAID systems was designed in such a way that disk
systems were available for the mainframe area, while the OpenSystems area
used its own, then directly connected disk systems. Only tape libraries were
able to support both worlds. Data growth during this period was dramatic,
often over 60% a year for data center operations. The IP networks and the
associated infrastructure, at that time Ethernet on a 10 Mbit basis, hardly
allowed large amounts of data to be moved back and forth over IP

infrastructures. The call for

separate storage network infrastructures got louder and louder to counter
the flood of data. In 1998 Brocade launched the first 8-port
FibreChannelSwitches with 1GbitPorts. A new infrastructure, the SAN
(Storage Area Network) based on FibreChannel, should experience a real

heyday in the coming years.

1999 - 2005

The beginnings of first SAN infrastructures However, took place 2 years
earlier. You came already 1996

in High performance data centers of the universities and were made
available by the Ancor company.

1998 the first 8PortSwitch was used by Brocade in the commercial data center
environment at IT Austria in Vienna and in the following years many
companies started to implement SAN infrastructures in the most varied of
company areas. Not only in the Open Systems area, fiber optics experienced
a new heyday, the mainframe environments also changed, beginning in 2001,
from the previous ESCON environment (Enterprise Storage CONnection) with
the previously used ESCON directors to fiber optic networks, in order to
bundle combined ESCON packages via the fiber optic transfer. The whole
thing is now called FICON (Fiber CON nection). As a result, the high
transmission rates of the single-mode glass fiber with corresponding

multiplexing methods could also be used in the mainframe area.



Already in the year 2003 were directors on the market that could map both
FibreChannel and FICONPorts. Unfortunately, until now no FCPort can be
used as a FICONPort or vice versa and it will certainly take some time until
SAN-based infrastructures from both the OpenSystems environment and the
mainframes can be used simultaneously. The Fiber Channel SANs evolved

rapidly. 2002 the first came Switches with 2 Gbit ports on the market. in the

Year 2006 all manufacturers were in the process of converting from 2Gbit to
4Gbit technology, and by the end of 2006 the changeover had come to the
point that 'end to end' SAN implementations on a 4Gbit basis could be
implemented. Both the host adapters of all server manufacturers and the
host ports of all storage providers were converted to 4Gbit technology.
Today, in 2008, this game is only repeated on an 8Gbit technology basis.
The first 8Gbit-capable directors have been on the market since the

beginning of 2008.

In the early days of this era SAN implementations are very expensive. Not
every company, especially in the middle class sector, could afford SANs
financially to take the new bandwidth possibility into account. Added to this
was the high price policy of the glass fiber manufacturers, which made the
monomode fiber required for multiplexing very expensive over the early years.
The ServerAdapter manufacturers joined this high price policy. As a result, the
developers of multiplexing processes on fiber optics were no longer able to
identify any major sales potential and therefore turned to new multiplexing
processes based on Ethernet. So it happens that IP infrastructures based on
Ethernet today offer much larger transmission bandwidths (2Gbit and

10GbitEthernet) compared to FibreChannel networks.

The high price policy also led to the arrival of a new technology, NAS
(Networking Attached Storage), in addition to the SAN. NAS technology in the
form of file server devices with built-in disks was used, as were gateways,
which in principle were nothing more than a file server, but had the option of

using disk capacities within a SAN for file serving purposes.

1999 - 2005

Today SANs are affordable even for very small businesses. The drop in
prices from 2003 to 2006 is in a range of almost 96%. This drop in prices was
largely achieved by the new bandwidth options of the IP networks based on
Ethernet and certainly, especially today (10Gbit Ethernet), questions the need
for SANs when it comes to bottlenecks in the data transmission option.
Despite this, mainly due to the management options, it can be assumed that
SAN networks from 4 Gbit to 8 Gbit (or 12 Gbit) will be further developed,

which remain compatible with the existing networks (autosensing).

In addition to the possibilities and advantages of SANs, IBM also offered
solutions and products in the sector from 2000 to 2004 Networking Attached
Storage (NAS) at. NASSystems are preconfigured file servers. To date, they
consist of one or more internal servers with pre-configured disk capacity and
are connected to the LAN via Ethernet, where they make their disk storage
available as a file server or as an HTTPServer. NAS servers are specially
developed for file sharing. The advantage of NAS compared to classic file

servers was the low installation and maintenance effort.

The IBM NAS models 200 and 300 were solutions especially for customers
who wanted to consolidate storage in a Windows environment. All IBM NAS
appliances were delivered with a preconfigured Microsoft Windows operating
system. This Windows was specially adapted for file serving. Routines that
were unnecessary have been removed from the operating system to increase
performance and reliability. As a result, the IBM NAS models offered very
good performance in a Windows environment (CIFS). The IBM NAS models

also performed well in a mixed Windows and UNIX (NFS) environment.

Such file servers were not intended for classic block | / O applications such as
databases, because these applications directly access a formatted disk space
without an overlying file system. Solutions such as Direct Attached Storage
(DAS), Storage Area Networks (SAN) and iSCSI products were more suitable
for this.
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IBM NAS Gateway 500, available February 2004, pSeries-based, up to 224 TB capacity
in the SAN

In order to use the storage resources in the SAN for file serving, IBM, at that
time the only vendor at the time, offered the option of using existing IP
network structures NAS gateway connect to the SAN. The NAS gateway was
a dedicated file server. This was connected to the SAN via Fiber Channel and
was able to B. an Enterprise Storage Server ESS in the SAN optimally for file
serving. By using a SAN storage pool via gateways, file servers could be
consolidated into a SAN. Using the storage in the SAN also enabled

server-independent scaling in terms of capacity. The NAS Gateway 300G

was later replaced in 2004 by the much more powerful Gateway 500.

iSCSl is a joint development of the companies IBM and Cisco. The SCSI
protocol is transmitted via TCP / IP. iSCSI thus follows a similar approach to
SAN, with the difference that a TCP / IP connection replaces the SCSI cable
for iSCSI, and at that time was a cheaper alternative to SANs in areas with
low or medium performance requirements. The advantage was that existing
ones IP networks could be used directly and there was no need to set up a
separate fiber optic network in the form of a SAN. The implementation of

iSCSI solutions compared to SANs was much easier and did not require the

high IT skill that was required when setting up a Storage Area Network (SAN).

The IBM models IP Storage 200i (Models 200 and 225)

In contrast to the NAS and NAS gateways used Linux as the operating

system (kernel) and offered a capacity of 108 GB to 1.74 TB.

54 1999 - 2005

However, the iISCSI solutions did not really prevail on the market, especially
since a short time later the enormous drop in prices for single-mode fiber
began, which made the implementation of SANs affordable even for small

and medium-sized businesses.

Plate systems

In July 1999, the first IBM multi-platform disk system, the Enterprise Storage
Server ESS, was announced. Under its development name ‘Shark’ however,
the system was much more widespread than under the term ESS. The type
designation was 2105 and the 1999 announced Models were those E10 and
E20 with a capacity of 420 GB to 11.2 TB. Disk drives of 9 GB, 18 GB and 36
GB were used as SSA disks, which were connected to the computer via four
so-called device adapter pairs using SSALoop technology. In the beginning,
the plate types could not be mixed, but later it was possible to install different
plates in the arrays. Cache sizes of up to 6 GB were configurable and a
stream of independent write memory (NVS non-volatile storage) of 384 MB
was available. At the beginning, the arrays could only be operated under
RAID5. The 3380 and 3390 track formats were available for the mainframe;
corresponding LUNs (Logical Unit Number) were emulated on Open Systems

(UNIX, Windows NT and AS / 400).

From the predecessor of the ESS, the Versatile Storage Server, a short run of
a few months, the IBM Data Path Optimizer adopted for AIX and Windows

NT as an integral part of the machine's multi-path capability.

Functionally, the machine was still weak on the chest at the beginning and

there were only a few copy services available as functions, which did not

exactly simplify the market launch. The mainframe functions came later '‘Concurrent
Copy' and XRC, 'eXtended Remote Copy' as an asynchronous mirror option

for entire systems for S / 390 servers (with consistent data on the secondary

side) and again the function is delayed PPRC 'Peer to Peer Remote Copy' as
synchronous mirroring for both the mainframe and the OpenSystems area. FlashCopy
(instant or point-in-time copy) was implemented on the machine so that

copies could be made in seconds with which one could work immediately.



Almost 2 years after the market launch, the machine then offered a much
greater variety of functions in the mainframe environment compared to the
competitor systems on the market. The function PAV (Parallel Access
Volume) allows multiple | / O operations on the same logical volume in the
mainframe environment. Multiple allegiance allows parallel write and read
access to the same logical volume from different S / 390 servers. 1/ O
priority queuing uses the prioritization information of the OS / 390 workload
manager in Goal Mode to optimally control the sequence of the individual | /
Os and to optimally handle workloads with different importance according to

their prioritization.

The system came with new management tools, the so-called "StorWatch' Family,

to the market that allowed the machines to be administered via the web. The
machine was standard with the ESS Specialist delivered, which was mainly
necessary for the configuration and for later modifications. As a separate,
additional commercially available product, the ESS Expert provided that
provided detailed information about used capacities, performance, response
times, cache hit ratios and more, in order to be able to perform an optimal

tuning on the machine for the different workloads.

In May 2001 came the Successor models F10 and F20, which for the first
time offered native FICON connections to work with FibreChannel in the
mainframe environment. The previously used ESCON and FC adapters had
also been improved and offered 100 MB / s throughput per port in FICON and
Fiber Channel Speed. They provided distances of up to 10 km (native) and up
to 100 km via the corresponding SANFabric components. The new models
could be equipped with up to 16 FICON connections and an additional cache
option of 24 GB, i.e. a maximum of 32 GB. This improved the performance of

the previous models by approx. 40%.

In terms of functionality, the new models also made the PPRC and FlashCopy
functions available to the AS / 400 and iSeries system platforms. in the March
2002 was also the FICON support available for the Transaction Processing

Facility (TPF) application used in airline booking systems.

1999 - 2005

Enterprise Storage Server ESS (Shark), 1999: models E10/E20 to 11 TB, 2001: models
F10/F20 to 35 TB, 2002: models 800 and 800 Turbo Il to 56 TB, April 2004: entry model
750 to 5 TB (Gross capacities)

The change from ESCON to FICON infrastructures brought enormous
infrastructure improvements and infrastructure savings because four ESCON
channels with 18 MB / s could usually be replaced by a FICON channel with

100 MB / s. However, the penetration continues to this day.

In August 2002 came the last series of the ESS with the 800 and 800 Turbo

Il models to the market, which is then replaced by a Entry level 750 in the Spring

2004 was added. The new models were more powerful and used two 2, 4 or

6WaySMP computers with up to 64 GB cache.

This enabled approx. 42% more transactions with cache standard workloads.
The new models could be mixed drives with 18 GB, 36 GB, 73 GB and 146
GB and offered a gross capacity of 582 GB to 56 TB. The drives with 18 GB,

36 GB and 73 GB were available with rotation speeds of either

10,000 revolutions / minute and 15,000 revolutions / minute, while the
large-capacity 146GB drive was only available at 10,000 revolutions /

minute.
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Optionally, the arrays could be configured with RAIDO, 1, 5 and 10 and all
disks in an array were controlled with a striping process (all drives work
simultaneously if a track is written or read in small pieces in parallel on all
drives of the array), to ensure optimal read and write performance. SSA160
adapters were used for the array connection, which achieved a total
throughput of 320 MB / s with eight simultaneous | / Os in a double loop. The

overall throughput (internal bandwidth) of the Turboll model was included

3.2 GB /'s. The maximum cache size was up to 64 GB.

The RAID management was completely relocated to the adapter cards and
with sequential write workloads the machine was able to switch from RAID5
to RAID3 mode, in which up to 64 simultaneous physical | / Os were possible

on the disks.

Right from the start, all machines were designed for 2 Gbit host
connection technology, i.e. 2 Gbit FICON and 2 Gbit Fiber Channel. In
addition, the machine could still be configured with ESCON and
UltraSCSI adapters.

The Models 800 and 800 Turbo Il were the basis for a complete new remote
copy procedure to develop, which is still unique in its performance to this day
and is used to a significant extent in the successor products of the DS6000
and DS8000. This new RemoteCopy procedure was made available to the
new ESS models in April 2004 and, through a bidirectional implementation via
a Fiber Channel connection, enabled a synchronous mirror load (PPRC) of up
to 16,000 | / Os per second (ESS), which was later found in the new DS8000
up to 23,000 | / Os per second - and all this with a single FibreChannelLink.
With this new implementation extremely short response times can be
achieved, even with synchronous mirroring over long distances. With the 800
models of the ESS, response times of 2 ms were achieved with synchronous

mirroring of over 75 km.

1999 - 2005
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The management options for the new models have also been expanded. For
the first time, open APIs were made available as Industry Standard Interface
(SNIASMIS). The machines could be automated with scripting tools via the
CLI (Command Line Interface). A web-based graphical user interface (GUI)

was also available for easy administration.

RS /6000 based POWERS processors were used for all ESS models. The
EModels used an H50 as a 4WaySMP version with a clock rate of 340 MHz.
The FM models used an H70 as 4WaySMP at 540 MHz. The last models in
the 800 series used an H80 calculator. The entry-level model 750 used an
H80 as 2x2Way with 600 MHz, the models 800 an H80 as 2x4Way with 600
MHz and the most powerful ESS 800 Turbo 2 an H80 as 2x6Way with 750

MHz. PCI buses were used for the internal transmission in the machines.

In January 2006, IBM withdrew all ESS models from sales effective April
2006.

Parallel to the ESS, IBM gave the go-ahead in 1999 to work on server-based
storage architectures that laid the basis for today's first server-based storage
architecture and are now available with the product of the DS8000. This new
architecture development took place parallel to the further development of the

ESS and was pursued with the greatest secrecy.

The successful, SSA-based IBM 7133 disk system, which was mainly used in
RS /6000 and pSeries environments, also had the opportunity in 2002 to be
used in Fiber Channel SANs. With the adapter 7140, the disk system could be
connected to SANs and provided a new function via this adapter,
'InstantCopy'. In addition to a RAID1 mirror, another copy could be created,
which could then be used for asynchronous backup or test purposes. Since
the SSA technology used here was also used in the Enterprise Storage
Server ESS (Shark), the combination of 7133 and the adapter 7140 was also
referred to as the '"Hammershark'. The proximity to the ESS (Shark) was also
underlined by an upgrade option, in which 7133 capacity could be used to

expand a Shark.



After the market launch of the ESS as a multi-platform enterprise disk
system, IBM quickly realized that even entry-level configurations of a Shark

were too expensive for medium-sized businesses. Therefore, was already in

Year 2000 with the company Compaq a OEM sales contract signed, which
allowed IBM to sell the current Compaq plate system with FibreChannel
connections. The MSS Modular Storage Server product supported
heterogeneous server platforms in the WindowsNT and UNIX environment

and was connected to FC servers via hubs and / or switches.

However, the time of the MSS Modular Storage Server was very short and
only a few systems were installed. The alliance with Compaq ended with the

takeover of Compaq by Hewlett Packard HP.

IBM then resorted to one that had existed since the early 1990s OEM
alliance with the LS| company back, which allowed IBM to sell plate products
from LS| under the IBM logo, especially in the Intel environment (NetFinity)
via the IBM xSeries channel. The LSI products IBM 7135110 RAIDiant Array
were launched in 1993, 1995 the IBM 7135210 RAIDiant Array, 1998 the IBM
3526 FC RAID Controller, 2000 the IBM 3552 FAStT500 and the IBM 3542
FAStT200 and in 2001 the IBM 1742 FAStT700.

in the Year 2001 This alliance between IBM and LS| was expanded to include
all storage sales, an alliance that was to become very successful and is highly
topical up to the present day. The first product that IBM sold through this
alliance was an entry plate product, the FAStT200, at that time also known as
the IBM 3542, which with up to two FibreChan nelPorts with the basic unit (10
built-in hard disks) and two expansion units EXP500 (additional 15 disks per

EXP500) had a maximum capacity of up to

2.1 TB offered. The system was an inexpensive, permanent disk solution for
decentralized departments and work groups with up to four servers. As an
entry system, the system already offered a whole range of security options at
the time, such as dual active RAID controllers, RAID 0, 1, 10, 3 and 5,
redundant power supply units and battery as well as the possibility of
exchanging all components as 'hot swaps'. In the system, disks with 18 GB,

36 GB and 73 GB could be used in mixed operation.

The abbreviation 'FAStT" stands for 'Fiber Array Storage Technology'. The
original name was supposed to be FAST - for Fiber Array Storage Server -
but was already taken when the LSI products were announced and could not
be used. That is why FAStT was chosen with the intention that the small 't'
should not be pronounced. Despite everything, the pronunciation as 'fast_T'

prevailed across the board.

FAStT900 FAStT700 FAStT600 Turbo FAStT600 FAStT200 FAStT200
Host interface 2 Gbps FC 2 Gbps FC 2 Gbps FC 1 Gbps FC 2 Gbps FC 2 Gbps FC
SAN attachments 4 FC-SW 4 FC-SW 4 FC-SW 4 FC-SW 4 FC-SW 4 FC-SW
(max)
Direct attachments 8 FC-AL 8 FC-AL 4 FC-AL 4 FC-AL 2 FC-AL 4 FC-AL
(max)
Redundant drive Four2 Gb FC Four2 Gb FC Four2 Gb FC Four2 Gb FC Four 1 Gb FC Four 2 Gb FC
channels
Drive types FC, SATA FC FC, SATA FC, SATA FC FC, SATA
supported
Max drives 224 224 112 56 66 56
Max physical 327TB 327TB 16.4TB 8.2TB 9.6 TB -
capacity with FC
Max physical capacity 56 TB - 28 TB 28 TB - 14 TB
with SATA
XOR technology ASIC ASIC Integrated Integrated Integrated Integrated
Subsystem cache 2GB 2GB 2GB 512 MB 256 MB 512 MB

IBM FAStT disk subsystem family, specification summary

1999 - 2005
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The FAStTPlattensysteme series was developed in October 2001
the more powerful products FAStT500 and FAStT700

expanded, which offered higher capacities with up to four FibreChannel

The era of multiplatform systems and FibreChannel SAN and NAS

more capacity or higher performance is required, there is the option to add
one or more physical drives to this group (DCE). The volumes in this group

use this new capacity, the disk is automatically included in the volume

connections. In the high performance area came in February 2003 the FAStT900distribution.

also to round off the series in the upper performance range. in the April 2003 was

the FAStT500 by the FAStT600 and FAStT600 Turbo replaced. In addition to
the plate expansion units EXP500 and EXP700 (EXP stands for expansion),
which were equipped with FibreChannel plates, IBM announced in October

2003 the EXP100 expansion unit, which was equipped with cheaper SATA

If more capacity is required within an assigned volume, a capacity expansion

is also possible here during operation (DVE). The prerequisite for this is that

disks. The matching controller was created in May 2004 with the FAStT100 annowocexbponding capacities are available within the array group (in this case,

SATA disks

(Serial Advanced Technology Attached) are inexpensive IDE disks with a
serial interface, which so far have only been used in the home PC area. With
the exception of the FAStT200, which had been available for some time, all
systems were now equipped with 2 Gbit FibreChannel, both on the host side
and in the connection of the plate loops to the respective FAStT controller.
Over 90% of the sales of this LSI plate subsystem series was handled by IBM
or IBM business partners and was a huge success in the FibreChannel

environment, which continues to this day.

Depending on the strength of the controller, a large number of new
functionalities were introduced in the FAStTPlate systems, which were then
used as standard in the upper models and are still used in the systems to this

day. These functions are described below for better understanding.

DCE and DVE: Dynamic Capacity Expansion and Dynamic Volume Expansion
enable allocated storage areas to be increased during operation. Within the
FAST system, physical drives are bound to individual array groups. The drives
can be distributed over various EXP expansion units. The selection of the
drives can be left to the system (then the best performing configuration is
always selected) or manually defined by the administrator. A RAID level is
defined for the created ArrayGroup, which is valid for the entire ArrayGroup.
Different volumes can be defined within this array group. These volumes are
assigned to the individual servers. In the event that the selected plate

combination (ArrayGroup)
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any undefined disk can be supplemented via DCE). These functionalities
enable the user to respond flexibly to capacity requirements and to implement
them in the most professional way. All functions work with Data in Place

during operation and are initialized via the FAStT Storage Manager.

DRM: Dynamic RAID migration. Just like assigned capacities, assigned RAID
levels are not static, but can also be changed during operation. If changes in
the load profile, capacity or security requirements result in changes to the
RAID level used, this can be adjusted for each RAID array during operation.
RAID levels 0, 1, 1 + 0, 3 and 5 are available. You can switch from any RAID
level to any other RAID level. The prerequisite is that the corresponding disk
capacities (e.g. when changing from RAID5 to RAID1) are available (DCE).
This is also possible with Data in Place during operation. The RAID

calculation is carried out in the controller using HW functionality.

DAE: Dynamic array expansion. If additional physical capacity is required
within a FAStT, there is the possibility to equip the connected expansion units
with other FC drives in different capacity sizes and with different RPMs during
operation (up to 14 drives per EXP700). If there are no free slots available in
the connected EXPs, there is the option of connecting another EXP700 to the
FAStTController during operation. In this way, individual drives or entire

expansion units can be added during operation.



In addition to these standard functionalities, other optional functions

are available:

e  FlashCopy: The function FlashCopy (Point-in-Time-Copy)
enables up to 4 virtual copies of an existing volume. This function is
mainly used for creating test environments and increasing online
times for backups. How does FlashCopy work with the FAStT

systems?

The FlashCopy command is issued via the GUI interface via the FAStT Storage
Manager (FSM). In this step, a repository is also created via the GUI, a physical data
area for the changes between the copy and T0, the time at which mirroring began. The

size of the repository dep on the

ber of ch to the original volume.
Experience shows that a repository size of 20% of the original volume makes sense. If
more repository capacity is required in the case of longer copy storage or an
above-average number of changes to the source, this area can be flexibly enlarged
(DVE). The creation of a FlashCopy is completed within a few seconds. To continue
using a FlashCopy, it is important to use a consistent database for T0, otherwise an

inconsistent copy is created. The virtual copy created (after a few seconds) can e.g. B.

be assigned to the backup server for data backup. If a change is made to the source

(block A) while using a FlashCopy (target), the original is red to the repository
before the change. If the target is changed, this change is also saved in the repository.
If no changes have been made to the source, the source is automatically used when
using the copy (target). the original is then transferred to the repository before the
change. If the target is changed, this change is also saved in the repository. If no
changes have been made to the source, the source is automatically used when using
the copy (target). the original is then transferred to the repository before the change. If

the target is changed, this change is also saved in the repository. If no changes have

been made to the source, the source is automatically used when using the copy

VolumeCopy: In addition to the function FlashCopy is for

FASLT systems with FSM 8.4 also have the VolumeCopy function
available. Unlike FlashCopy, VolumeCopy creates a physical copy.
Therefore, the same physical capacity as that of the source must be
available for the creation of a VolumeCopy. It is possible to prioritize
this copy as desired. This means that |/ O activities to the host are
preferred, the creation of the copy is only treated secondarily.
VolumeCopy is a function that is particularly suitable for test
environments (e.g. for performing release changes eftc.) or for online

backups.

Remote Mirroring: During the copy functions FlashCopy

and VolumeCopy provide data copies within a FAStT system,
Remote Mirroring creates a copy of data over one SAN
infrastructure from one FASIT to another. This function is available
for the 700 and 900 FAStTSystems. Remote mirroring is a
bidirectional, synchronous copy. Up to 32 volumes can be mirrored
to a second FASLT via dedicated FibreChannel ports. Remote
mirroring is used for disaster preparedness and high-performance

copies.

Partitioning: To different storage areas

To separate FAStT from each other, the partitioning function is
available. The delimitation means that defined servers can only
access the memory area assigned to them. Access to the memory
areas of ‘foreign’ servers is therefore not possible. This increases

the security of the individual memory areas. This function is

(target). particularly valuable in Microsoft environments, since the operating
systems do not offer such functionality.
FAStT900
FAStT700
1 FAStT600 Single / Dual /
Turbo
- FAStT200
FAStT100

FAStT RAID controller family

1999 - 2005
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Drive expansion units, management software and the built-in rack

EXP100
Serial ATA technology

Drive units

EXP700
2Gb FC-AL technology

FAStT Storage The rack

Manager (FSM)

With the announcement of the first Server-based storage architectures With
the disk products DS6000 and DS8000, IBM undertook September 2004 a
general, uniform re-branding of the plate products. DS stands for Disk
System. The number behind it should reflect the performance of the

respective system: the higher the number, the higher the performance.

In addition to the standardization of the plate product names, the names of the
respective functionalities have also been adjusted accordingly. Comparable
functions of the DS6000 and DS8000 were referred to in the FAStT systems
with the same terms. This particularly affected the RemoteCopyMirror

procedures.

In the DS6000 and DS8000, the synchronous mirroring of disk systems is
referred to as Metro Mirroring, the asynchronous mirroring process as Global
Mirroring. The newly introduced terms are to take due account of the newly
developed mirror, which was developed as a platform on the ESS Model 800

and is today the most powerful mirror on the market.

1999 - 2005

The following rebrandings were carried out for the FAStT plate families:

Naming Prior to Sept 7, 2004 New naming as of Sept 7, 2004

IBM TotalStorage FAStT Storage Server IBM TotalStorage DS4000 FAStT

DS4000

FAStT Family DS4000 series

FASLT Storage Manager vX.Y DS4000 Storage Manager vX.y

(example FSM v9.10) (example 9.10)

FAStT100 DS4100

FAStT600 DS4300

FAStT600 with Turbo Feature DS4300 Turbo

FAStT700 DS4400

FAStT900 DS4500

EXP700 DS4000EXP700

EXP100 DS4000EXP100

FASLT FlashCopy FlashCopy for DS4000
FAStT VolumeCopy VolumeCopy for DS4000

FAStT Remote Volume Mirror (RVM) Enhanced Remote Mirroring for DS4000

FAStT Synchronous Mirroring Metro Mirroring for DS4000

FAStT Asynchronous Mirroring (New Feature) w Global Copy for DS4000

/ o Consistency Group

FAStT Asynchronous Mirroring (New Feature) Global Mirroring for DS4000

with Consistency Group

The now renamed DS4000 disk subsystem family

was in May 2005 with a new one High performance model DS4800 added,
which delivered twice the performance compared to the DS4500. The DS4800
was already a 4Gbit machine when it became available and was the first 4Gbit
disk system on the market. The cache sizes at the beginning could be
configured with 4 GB, 8 GB and later 16 GB depending on the model. The

DS4800 also had another positive feature



in construction: the machine was RoHS Compliant and already complied with the

new EU directive in 2005, which has been in force since July 1, 2006.

In 2003, a body was formed in the United States with the task of testing disk
subsystems from different manufacturers for real and productive workloads
and publishing these results. This body, which is firmly established today, is

called 'Storage Performance Council' or SPC.

The performance of the new DS4800 as a midrange plate system far

exceeded that of all other manufacturers and achieved a top score of 42,254.

This makes the DS4800 the fastest disk system in the mid-range market

today.

Since the older DS4000 products, with the exception of the newly available
DS4800, did not meet the RoHS directive, in May 2006 all

non-RoHS-compliant products were replaced by new ones.

RoHS stands for 'Restriction of Hazardous Substances’
and since July 1, 2006 it is a legally controlled EU directive that specifies

exactly which materials,

Alloys, barium derivatives etc. may be used in new products. This new
directive applies across the EU and applies to all new products in the

electrical and IT industry that will be distributed from July 1, 2006.

The DS4100 as SATA controller was replaced by the new one
DS4200 SATA controller replaced the EXP100 with 250GB and
400GBSATA disks by the EXP420 with 500GB SATA disks.

The DS4300 Dual Controller was developed by DS4700 model 70

and the DS4300 Turbo through the DS4700 model 72 replaced. Likewise, the
EXP710 with FibreChannel disks was replaced by the EXP810 with FC disks
on a 4Gbit basis.

The DS4500, formerly FAStT900, was replaced by a new entry-level model,
the Model 80 of the powerful DS4800,

replaced. With this entry-level model 80, the internal transmission bandwidth
was slightly reduced and the processors of the controllers were provided with
a 100 MHz clock (in comparison to a 133 MHz clock). The Model 80 of the
DS4800 thus closes the performance gap between the high-performance
models of the DS4800 and the midrange Model 72 of the DS4700.

DS4000 Series currently in 2006

controller
GB

B DS4800 Model 80 4
Gbit 4 GB cache RoHS
compiliant
: - DS4700 Model 72 4
- Gbit 4 GB Cache RoHS
=, DS4700 Model 70 4
Gbit 2 GB Cache RoHS
- compiliant EXP810 4 Gbit RoHS
compiliant
DS4200 4 Gbit 2 GB
cache Rors EXP420 4 Gbit RoHS
compiliant SATA

compiliant SATA disk 500

DS4800 4 Gbit 4/8/16
GB cache RoHS

compiliant

Current models of the IBM DS4000 disk family in 2006

1999 - 2005
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DS4000 extensions 2007 and 2008

In 2007, IBM launched the DS4000 disk family a whole bunch of extensions.
in the May 2007 were made for the DS4000 750 GB SATA disks and 300 GB
FibreChannel disks with 15,000 revolutions introduced in the minute. This
means that a DS4800 scales up to 68 TB or 168 TB storage capacity
(depending on the use of the disk type). In October 2007, many functional
expansions for all DS4000 systems were added. RAID6 is available as a new
RAID option for the DS4200 and DS4700 systems. RAID6 secures the failure
of two disks in the RAID array, since two parity schemes are used (see also
under RAID). The number of mirror relations has been doubled, as has the
number of flash copies. With availability in February 2008, LUNs larger than 2

TB can be configured for all systems.

The powerful DS4800 got the extension that up to 512 servers can be
connected to the disk system. There are now four current models of the
DS4800 available, which differ mainly in the cache size. Depending on the

model, the cache sizes 4 GB, 8 GB and 16 GB are available.

The RAID levels 0, 1, 3, 5 and 10 are operated (the new RAID6 level is only
available for the DS4200 and DS4700). The calculation of the RAID level or
the

XOR calculation in the DS4800 takes place in one specially developed
ASIC. This is a special processor designed specifically for this workload. This
makes the DS4800 free of latency because it does not load the cache or

other parts of the machine that are relevant to throughput.
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View and model DS4800

of the high-p:

The DS4800 has configured all hard drives in the EXP810 expansion unit.
Additional expansion units as well as individual hard disks can be added

and put into operation during operation.

All components of the DS4800 are designed redundantly,

e.g. B. Controller, power supply and cooling. The cache is also mirrored and
is protected against loss by a battery for up to 72 hours. In addition, the
midplane of the DS4800, which is referred to as the Interconnect Module, can
be replaced during operation. So far, this is unique for plate systems in the

midrange environment.

The performance of the DS4800 is also unique. The machine still holds the
leading position in the benchmark of the Storage Performance Council. This is
a random | / O-oriented benchmark, in which real workloads are stored. The
exact test data and the description can be found at

www.storageperformance.org.

The DS4000 Storage Manager is supplied free of charge with all systems for
all systems. The multi-pathing software and the call home functionality can
also be used at no additional cost. The functions FlashCopy, VolumeCopy
and eRVM are available as premium features. These are not free of charge,

but only one license per system and function is used.

In terms of capacity, performance and price, the current DS4000 series
offers a tailor-made plate solution in the FibreChannel environment for every

end user.



SAN virtualization

The Epoch of multi-platform systems was strongly influenced by the
introduction of FibreChannel networks and the establishment of SANs. That
was it Storage virtualization in SAN on one of the most current topics in the
storage environment - although the concept of virtualization is not new.
Storage virtualization concepts have long been in use in the mainframe (e.g.
DFSMS) or in the UNIX area in the form of 'logical volume managers'. The
use of storage area networks (SAN) has accelerated the development
towards storage virtualization. Likewise, the complexity of today's
heterogeneous infrastructures with regard to servers, storage networks and

storage subsystems.

The primary approach to storage virtualization was to decouple physical
storage resources from direct association with server systems. This
SAN-based solution establishes a virtualization level between the server and
storage systems. The primary goal is to share memory across the entire
storage hardware as well as all server platforms and operating systems.
Virtualization in the storage network makes it possible to integrate, upgrade,

migrate, replicate and distribute storage resources regardless of the platform.

To get this tremendous flexibility within a SAN, IBM in Hursley, UK
developed the Product SAN Volume Controller, also SVC called that in

June 2003 announced and became available in September 2003.

The IBM SAN volume controller was developed for an application in which
the capacities of several heterogeneous storage systems are combined into a
single storage reservoir that can be managed from a central point. It enables
changes to physical storage systems with minimal or no impact on
applications running on the hosts, and minimizes downtime through
scheduled or unplanned events, maintenance, and backups. In addition, the

SVC increases the utilization of storage capacities

IBM SAN Volume Controller SVC
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Online availability and the productivity and efficiency of administrators. In
addition, to further simplify operations, it offers the option of using extended
copy services across multiple systems for storage systems from many
different providers. In its fourth release, the SAN Volume Controller was
designed to manage even larger and diverse storage environments. With
expanded support for numerous third-party storage systems, such as B. EMC,
HP and HDS, the SAN Volume Controller allows the establishment of a
multi-level storage environment, so that each file can be saved on the
corresponding subsystem due to its importance. The latest version of the
SAN Volume Controller, the in July 2006 became available based on 4 Gbit

technology and is RoHS compliant.

Belt systems

In addition to the further development of the disk subsystem and advances in
the field of SANG fiber optic networks, the further development of tape
technologies also remained exciting. After the introduction of the LTO tape
technology 2000 ( Ultrium 1) with 100 GB native capacity on the cassette was
released in February 2003 Generation 2 (Ultrium 2) of the LTO drives with a
cassette capacity of 200 GB native was introduced. In February 2005 came the

Third generation (Ultrium 3),

again with a capacity doubling to 400 GB native per cartridge. The speed of
the drives has also been massively improved. LTO2 drives already worked at
35 MB / s with 8-track technology. At LTO3 was converted to 16-track

technology and a data rate of 80 MB / s.

Read / write backward compatibility was maintained as planned. For
example, LTO3 drives can still process generation 1 cartridges for reading

and generation 2 cartridges can both write and read.

With the introduction of the LTO3 drive generation in February

2005 In addition to the previously used rewritable cassettes, so-called WORM
cartridges (Write Once Read Many) introduced that no longer offer the
possibility of changing or deleting stored data due to multiple labeling as
overwrite protection. The WORM identification is stored on the left side of the
cassette in a built-in transponder chip, which is read out with radio frequency.

The label is also in the built-in memory chip
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Native Capacity Native

Generation 1 100

GBupto20 MB /s

Ultrium LTO six-generation roadmap

Generation 2 200

GBupto40MB/s

WORM

Generation 3 400

WORM WORM WORM

Generation 4 800 GB| Generation 5 Generation 6

GBupto80MB/s |upto120MB/s 1.6 TB up to 180 MB | 3.2 TB up to 270 MB

Transfer Rate

/s /s

dized LTO p up to g jon 6

Cassette and in the tape volume control region at the beginning of the tape.

In order to be absolutely tamper-proof, the manufacture of these WORM

cartridges is still marked on the prescribed servo tapes: a quadruple label

that ensures that LTO3WORM cartridges can no longer be overwritten. LTO

WORNM cassettes are marked in two colors. One half is black and the other is

white.

With the availability of LTO3, the official roadmap was expanded by two more

generations with LTO5 and LTOS. It can be assumed that a new LTO

generation according to this roadmap will be available on the market every 2

to 2 % years.

The somewhat idiosyncratic choice of colors of the standardized LTO
cassettes comes about due to an important requirement. Color blind people

must be able to visually distinguish the cassettes.

In 1999 the market share was still 90% with Quantum DLT technology, since
then the picture has rotated 180 degrees and LTO technology dominates

today with over 80%.

The LTO mass market with cheap LTO drives in half-high construction was
previously only covered by HewlettPackard HP. With an announcement in
October 2006, IBM also enters this segment and offers mid-height LTO3
drives in the low price range. The drives are equipped with an Ultra 160 SCSI

interface and work with a data transfer rate of 60 MB / second (native).

A\

LTO1 cartridge, 100 GB

capacity (native)

LTO2 cartridge, 200 GB

capacity (native)

N\

N N

LTO3 cartridge, 400 GB

capacity (native)

LTO4 cartridge, 800 GB

capacity (native)
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in the April 2007 IBM announced as the first manufacturer with immediate

availability LTO4 drives and cartridges at.

The IBM TS1040 drive is a full-height LTO4 drive and is intended for
installation in IBM libraries. The drive operates at a data rate of up to 120
MB /s (native) and the cartridge capacity of the new LTO4 cartridges is
800 GB (native).

The drive interface offers a connection via a 4 Gbit FibreChannel, SCSI or 3
Gbps Dual Port SAS. The TS1120 (3592) technology has adopted the surface
control guiding mechanism for optimized belt guidance. The drive also offers
predictive error handling SARS (Statistical Analysis and Reporting System),
an improved ECC (Error Correction Code) and digital speed matching. An
internal buffer memory of 256 MB (LTO3 had only 128 MB) ensures that the
data stream does not stop. Overall, the drive adapts to 6 speeds of the server
(30, 48, 66, 84 103 and 120 MB / s) and thus reduces the start / stop
activities. Adaptive compression of data is used for optimal use of the band
capacities. WORM cartridges can be used in addition to the standard
cartridges and the drives are the first LTO generation to be encrypted. LTO4
from IBM is characterized by very low energy consumption with power
management function, including sleeping mode when not in use (maximum
power consumption 27 watts). IBM relies on high quality, e.g. B. the use of
metal, and ver avoids plastic (less interference). These features lead to a
more stable operation compared to the old LTO generations. Drive / access
statistics can be kept and errors predicted if necessary, so that drives can be
replaced preventively before an error occurs. Many innovations in the IBM
System Storage TS1120 enterprise tape drive have been integrated into the

IBM LTO4 drives.

IBM TS1040 LTO4 drive without case
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The differences in encryption technology are in 'KeyHandling' and are

described in detail in the 'Encryption’ chapter.

The IBM TS1040 drives can be installed in the autoloader TS3100 and in the
IBM libraries TS3200, TS3310 and TS3500. In addition to the TS1040 drives

for the libraries, IBM announced in April 2007 also Stand alone LTO4 drives which

can also be installed in a 19 inch rack. The 'stand alone' drives are marketed
under the term TS2340 and have the same specifications as TS1040. Again,
these are full-height drives. The TS2340 have a connection via 3 Gbps dual

port SAS or SCSI and an LED display for administration.

LTO4 drives can no longer process LTO1 cartridges. You can read out LTO2
cassettes and set and read LTO3Kas in LTO3 mode. With the LTO4
cartridges, an LTO4 drive offers the maximum capacity (800 GB on the

cartridge) and the high data rate of up to 120 MB / second.

In November 2006, IBM announced the LTO4 series

IBM TS2240 as an external LTO4 drive with half height (Half High) as a
further option to FullHigh drives. The half-height LTO4 drive is available as a
'stand alone' drive or 'rack mounted'. In contrast to LTO3, the half-height
LTO4 drives achieve the same data rates (120 MB / s) as the full-height
drives. In mid-2006, IBM took a new one for the production of the half-height
LTO4 drives Manufacturing plant in Singapore in operation. Many elements
from the production of the full-height drives were taken over there, so that it is
ensured that the half-height drives meet an extremely high standard in terms

of quality and safety.

in the February 2008 IBM announced that the mid-height LTO4 drives in the TS3100

autoloader and in the TS3200 Library can be integrated. Instead of a very
high drive, two half-height drives can be installed. The TS3100 autoloader can
hold up to two half-height LTO4 drives and the TS3200 library up to four. The
TS3200 also supports mixed operation of very high and half-height drives
(one very high and two half-height drives).
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The Magstar-3590 Tape development as a 1/2-inch format ran parallel to the
LTO development, but the sophisticated recording process with parity
information was retained. The Magstar development series took place in June
2002

with the Generation 3, models 3590-H, their graduation. The reading
backwards compatibility of the previous generation, i.e. for cassettes that

were written with the B or E model, was ensured.

With the new HModel, 384 tracks were written on the cassette in an even
more compact form. For the Extended Length Cartridge this meant a capacity
of 60 GB uncompressed and 180 GB compressed (3: 1). The data rate of 14
MB / s was maintained. Magstar thus achieved the same track density in 2002

as LTO Generation 1 in the year

2000.

With the IBM from September 2003 newly announced

Compact drive 3592 was a new 'tape age'

initiated, the dimension of which is still only known to a few! But if you take a
closer look at the integrated technology and the new coating type of the 3592
cassettes, you can compare this development step with 1984. In 1984, IBM
initiated the switch from roller conveyor to cassette technology. With the 3592
technology, which was developed under the development name 'Jaguar’,
there were technological possibilities for tape cartridges and the use of tape

drives, which until then could only be dreamed of.

The drive itself has next to the new one Flat lap head technology, the new,
customized guiding system with roller bearing and the time-controlled tracking
system with servo tapes (all three elements are also integrated in the LTO2

and LTO3 drive) PRML encoding for the first time

(Partial Response Maximum Likehood - see also technology appendix)

implemented, which allows bit mapping from 1: 1 to tape.
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The PRML encoding had already made its way onto the record in 1995, but it
was previously not possible to use this method on tape. The basic
requirement for using PRML is the generation of extremely well-magnetized
bits on the data carrier. The coating of the 3592 cassette in connection with
the FlatLap heads with 10 times higher induction strength makes it possible to
produce such high quality bits. The 3592 cassette is also the first medium to
work with strong induction, without negative phenomena such as. B. to get
less capacity. This means that you can store approx. 50% more in the data
track and thus realize 50% more capacity on cassettes with the same tape

length and the same number of tracks.

The FlatLap head technology improves the read / write signal between the
head and the tape, because it enables much higher induction. In addition, a
vacuum is created in front of and behind the head row, which sucks up dust
particles that - for whatever reason - collect accordingly ( "Self Cleaning
Machines'). This head technology was fully used for the first time in LTO2 and
was implemented in a more extensive form in the new 3592 drive. As a result,
the quality of the bits generated is much higher and the ability to read the data
again is quite second to none in the industry. It also ensures that there is

almost no loss of momentum, even with long-term storage of tapes.

The 'Surface Control Guiding System' enables the read / write elements to be
guided very precisely via servo tapes. The repositioning of the elements on
the servo tracks is carried out via a time control, which is carried out via
prescribed analog signals (analog tracks) in the servo bands and a time
measurement. As a result, the surface of the tape is used for fine guidance
and not the edge area of the tape where servo tracks were applied in classic
recordings. This avoids the sources of errors that can occur outside due to the
belt tension. FlatLap technology and the new guiding system were
implemented for the first time in the LTO2 and 3592 products. PRML
encoding is only realized in the 3592 because the new coating of the 3592Kas

is a prerequisite for this new encoding method.



With a data rate of 40MB / s and incredibly fast winding and FastSearch
times, the IBM 3592 drive turned out to be the fastest and most reliable drive
on the world market. Another special feature of Jaguar technology are new,
functional possibilities that could be implemented due to the 3592 coating,
because a 3592 medium has no restrictions in the number of users. With the
function 'Virtual Back Hitch' Many reset times for file retrieval and all start /
stop positioning times for individual file transfers that cannot be processed

sequentially can be eliminated on a broad basis.

Traditionally, a drive works in such a way that it is always written to tape via
the buffer memory. The drive thus receives data in the buffer memory and, via
the so-called FlushBuffer command, the instruction to write out the previously
received data on tape. Once this has been done, the FlushBuffer command is
stored in the track as a tapemark. If there is no more data to be written, the
drive stops. If something comes back into the buffer memory with the
corresponding FlushBuffer command, the command cannot be executed
immediately because the drive has stopped. The drive must now reset to be
at the streaming speed at which the FlushBuffer command can be executed
on the tape mark that was last written. This reset is called backhitch. A
backhitch is therefore not a 'good thing' because it takes time and stresses
the tape (especially outdoors). With Virtual Backhitch in the 3592 such

positioning processes are limited to the minimum level!

How does Virtual Backhitch work now: If the Control Unit determines, due to
the buffer utilization, that it is no longer possible to work in streaming mode,
the drive writes a so-called RABF mark in the current track. RABF stands for

Recursive Accumulative Backhitchless
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Flush. The RABF stamp simply refers to a track set that lies in front of you and
is actually not intended for writing. In this new track set, the drive simply
continues to stream, ie if something drips into the buffer memory, a copy is
made on tape in the track set that is not yet intended for writing. Since
streaming simply continues, regardless of whether data is coming or not, there
can of course be real 'holes' between the actually written data. The whole
process could also be called "Nonvolatile caching on tape’ designate, since
the tape and the buffer are written in parallel. The tape represents the
current-independent NVS write memory and the buffer memory represents the
cache. If the cache breaks for any reason, any drive can still process the data
written to tape, since the reference to the track set is ensured via the RABF

label.

If the buffer memory is now 50% full or if the drive comes to the end of the
tape, the drive turns over and writes back. If the buffer memory is full, the
entire buffer memory is now written out sequentially into the correct data
track set. Then the reference to the RABF brand is resolved, as if nothing
had happened. Virtual backhitch or nonvolatile caching on tape is an
ingenious tape functionality because repositioning times are saved and

additional tape stress is avoided.

The 3592 drive itself has unprecedented shock and vibration properties and

can still write and read cleanly even with high vibrations. This was achieved

by a self-calibrating suspension of the drive in the housing.
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in the November 2005 the second generation of Jaguar drives became
available. The 3592 generation 2, the marketing side is referred to as the
TS1120 drive (TS stands for tape system), was and is the first tape drive to
use two 4 Gbit FibreChannel interfaces is controlled and thereby realizes a
data rate of 260 MB / s on a compressed basis. The 8-track technology
previously used was converted to 16-track technology and the induction of the
heads was doubled again, so that even 'better' bits can be written on the
same medium. The 60GB cassette designed with a short tape length
becomes a 100GB cassette when written with the second generation and the
300GB cassette becomes a 500GB cassette. Jaguar 2 writes 896 tracks on
the 3592 cartridges with an incredible data rate of 100 MB / s. Due to the
extremely well-generated stray fields of bits and tapemarks, the streaming
speed during high-speed search was increased to 10 ms. This means that the
tape moves forward at 36 km an hour when a file is requested. This high
speed is unique in the market and, despite the high capacitance, allows
average access times of 27 seconds (100 GB cassette) and 46 seconds (500
GB cassette). Electricity consumption was also reduced to 46 watts.

Comparable drives today require twice the power.

The unique function of the virtual backhitch was further optimized by using a
512 MB buffer memory (Generation 1 had a buffer memory) with 128 MB and

two built-in control units.

In comparison to LTO, Jaguar technology also offers WORM (Write Once
Read Many) cartridges in addition to rewritable cartridges. 3592 WORM

cartridges are high priced

compared to LTO3WORM cassettes, but in addition to all WORM security,
they offer the advantage that Updating always possible is, even if faulty
tracks or track areas should occur in the area where updating is to be carried
out. This is ensured by the fact that not only the WORM marking is applied to
the 3592 cassettes on the servo tapes, but also so-called Append flags, which
are used for the error correction. LTO3WORM cassettes work without app

end flags, which means that if there are faulty areas when the cassette is

updated, the LTOWORM cassette simply cannot be rewritten.

IBM announced one at the end of October 2006 new 700 GB cartridge for
the TS1120 drives. This means that three cartridges are now available
(overwritable and as WORM): the 100GB cartridge with 120 meter tape
length, the 500GB cartridge with 609 meter tape length and the new 700GB

cartridge with 825 meter tape length.

With the launch of LTO in the year 2000 IBM announced a new tape archive,
the IBM 3584, for enterprise-wide use in the OpenSystems area. In the course
of the following years, the 3584 library was significantly expanded. Today she

puts it strategic library platform of IBM

since June 2005 In addition to the OpenSystems platforms, the zSeries ( Mainframe)
is supported as a server platform. They turn the 3584 into a tape archive that

can be used company-wide for all computer platforms and that outperforms all
comparable archive products on the market due to its high performance and

flexibility.

Top-class IBM TS1120 (3592 Generation 2) tape drive

1999 - 2005

IBM 3592 WORM cartridges in platinum gray color and WORM labels



IBM 3584 basic unit with input / output station

At CeBIT in Hanover the 3584 always ensured a lot of people. Many
cannot believe that it is technically possible to operate a robot at this

incredibly fast speed. At

a robot service time of less than 3 seconds In a 2-frame configuration
(fetching the cassette, loading it into a tape drive, unloading the cassette from
another tape drive and returning it to the compartment), it is almost
impossible to see the moving cassettes with the naked eye. It really couldn't

be faster!

This speed is possible because of itself a newly developed gripper (IBM
patent) hooks the notches into the LTO and 3592 cassettes, pulls the
cassettes into a shaft and the gripper remains hooked until the cassettes are
returned to a drive or to a parking space. The cassette cannot be lost even at
the highest speeds or fastest rotations. All robot movements are servo

controlled to take these speeds into account.

1999 - 2005

1BM 3584 double gripper

LTO drives and cartridges as well as 3592 drives and cartridges can be
operated in the 3584 archive. Mixed operation in separate frames is also

possible.

As introduced earlier in the older 3494 library, the system was implemented in
the Spring 2005 so expanded that with it

two robot systems can be operated, whereby the second robot is always
operated in active mode. Numbers of well over 1,000 mounts are achieved
per hour. Furthermore, the 3584 can be expanded with two robot systems
with frames almost without interruption (max. 60 seconds, whereby no robot

command can be lost).

Since May 2005 can the 3584 Archive also on zSeries server be connected.
This applies only to the operation of 3592 drives and was realized by the fact
that on the 3584 now several Library Managers 3953 L05 and J70 ESCON /
FICON controllers can be operated. In contrast to the 3494 library, the library
manager and J70 controller are no longer integrated in the library frames, but
are installed in external frames 3953 F05 and connected to the library. This
offers a much higher configuration flexibility. The 3584 supports up to four
library managers and thus the connection of up to eight virtual tape servers

(3494B10 / B20).

With VSS mirroring (Peer to Peer VTS) a 3494 library can now be on the
primary side and a 3584 library on the secondary side or vice versa, ie in
VTSPeertoPeer mirror operation the mixed operation of both libraries is

possible.
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There are almost no limitations for operating native drives on zSeries
systems, since up to 64 x J70 controllers with up to 192 drives can be

configured in the 3584.

The 3584 archive offers significant advantages in every respect compared to
conventional libraries. A Multipath architecture With direct connection of LTO
and 3592 Fiber Channel drives, the library can be partitioned logically (up to
192 partitions). The options are also available "Control Path Failover' and

'Data Path Failover'

to disposal. With the function ALMS (Advanced Library Management
System) the logical partitions can be dynamically enlarged and reduced,

regardless of where the drives or cartridges are located in the library.

The WWN (World Wide Name) The address is assigned to the drive sled

and allows a drive replacement without having to 'reboot'.

By connecting the 3584 to the zSeriesServer, IBM clearly signaled that the
3584 with its unique robot system represents the strategic library platform for
future developments. The 3494 Library also benefits from this further
development, as it receives all the extensions that are developed at the
Library Manager. In addition to the 3584, the 3494 will also integrate all
planned new generations of the 3592 drive (SOD from May 2005).

1999 - 2005
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in the May 2006 was the IBM 3584 in the course of the frame changes 4 Gbit
FibreChannel technology in TS3500 (TS stands for tape system) renamed
and corresponding new frames are available. The IBM 3584 or TS3500 library
is produced by IBM itself. With the changeover to 4Gbit technology, the RoHS
compliance of the TS3500 Library product announced. The previously used
were also used J70 control units, that were required to connect TS1120
drives to the mainframe are more powerful thanks to new RoHS-compliant C06
control units replaced with 4GbitFICON connections. RoHS stands for
'Restriction of Hazardous Substances' and has been a legally controlled EU
directive since July 1, 2006, which specifies exactly which materials, alloys,
barium derivatives, etc. may be used in new products. This new directive
applies across the EU and applies to all new products in the electrical and IT

industry that will be redistributed from July 1, 2006.

In the middle and lower system segment, IBM did not produce its own

libraries, but bought the 'naked' Libra ries through OEM contracts and then

equipped them with IBM LTO drives.

IBM 3583 models L18, L36 and L72, capacity with LTO1 cartridges up to
7.2 TB (native), ADIC sold the product as Scalar 100 under the ADIC logo



With the announcement of the first LTO drives in the year 2000

were too OEM libraries and Autoloader, which were further distributed as an
IBM logo product after the conversion / expansion. So were 1999 an autoloader
from ADIC as IBM 3581 Product and a medium-sized archive system also

from ADIC as IBM 3583 introduced. The autoloader was equipped with an
LTOSCSIL drive (LVD or HVD) and could manage up to eight LTO cartridges.
The archive system 3583 could be equipped with six LTO drives and,
depending on the model, manage 18 cartridges, 36 and 72 cartridges. In the
beginning, only SCSI drives were installed. In order to be able to connect the
library to a FibreChannel network, up to six SCSI drives were daisy chained

via an integrated FCAL gateway.

This FibreChannel connection of the IBM 3583 caused addressing problems
with certain HostFibreChannel adapters. For this reason, a separate IBM
controller was installed in the 3583 in May 2003. Thanks to a multi-path
architecture, it was possible to directly operate FC drives in the library and to

partition the library. Up to three logical partitions were possible in the 3583.

in the May 2004 this midrange library portfolio was supplemented by a mini
library, the IBM 3582. The library is an OEM product from ADIC. It is equipped
with the IBM controller for connecting FCLTO drives and offers the option of

being operated with two logical partitions.

110 2 LTO drives were installed in the MiniLibrary and up to 23 cartridges
could be managed. Nine cassettes had built-in spaces, the other 14 spaces

were covered by two removable 7-cassette magazines.

in the May 2006 the ADIC OEM autoloader was replaced by a new
autoloader from BDT IBM 3581 replaced, which could also manage up to
eight cassettes, but was constructed in a flat design and could therefore be

integrated into a standard 19-inch rack in a very space-saving manner.

In the midrange library series, too, the changeover to the new EURoHS

directive, effective from July 1, 2006, had to be carried out by June 30, 2006.

The Library 3583 was already in the October 2005 by a

new library TS3310 replaced. The TS3310 also comes from ADIC, had
integrated prepared 4Gbit technology and was up to the availability period RoHS
Compliant.

In the beginning, the library could only be configured with the basic unit, an
expansion unit and up to six LTO3 drives and 122 cassette slots, in the May
2006

then the extensions up to the maximum expansion with up to four expansion
units and thus up to 18 LTOS3 drives and up to 398 cassette slots were
announced. With this new library, IBM in turn uses its own FC controller to
connect the drives. This makes the library partitionable and up to 18 logical
partitions can be operated. The assignment of drives and storage spaces to

logical partitions is much more flexible than with the predecessor 3583.

IBM 3581 models L28 and F28, autoloader from BDT

1999 - 2005

IBM 3582 mini library with up to 23 LTO cartridges. ADIC sold the
product as Scalar 24 under the ADIC logo
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The new IBM Midrange Library IBM TS3310 with up to 18 LTO3 drives and a maximum of 398
cassette slots, here with an expansion frame. ADIC markets the product as the ADIC 500i
under the ADIC logo

In the course of the entire RoHS conversion, both the autoloader from BDT
IBM 3581 and the MiniLibrary from ADIC IBM 3582 were replaced by new
products from BDT. The 3581 was built by the IBM TS3100 replaced, a new
autoloader with a 4GbitFibreLTO3 drive and up to 22 cassette slots. The
MiniLibrary 3582 was developed by the IBM TS3200 replaced that up to two 4
Gbit LTO3 Drives and can hold up to 44 cassettes. The TS3200 has the same

partitioning option as its predecessor.

The era of multiplatform systems and FibreChannel SAN and NAS

Tape virtualization in the open systems environment

So far, tape virtualization was only useful in the mainframe environment (see
VTS Virtual Tape Server). With the increase in speed and data rate, it
became more and more difficult to take full advantage of the speed of such
drives. An LTO3 drive now works at 80 MB / s, a Jaguar TS1120 drive even
at 100 MB / s (native). In order to make maximum use of these high drive
speeds, disk buffers are increasingly being used as a buffer. In order to
establish a suitable, sensible backup concept, you have to switch between

the classic backup via the IP network ( LAN backup)

and the LAN-free backup, a distinction is made between where the data

is transferred to the tape drives via a Fiber Channel network (SAN).

If the backup is traditionally run over the LAN, the most sensible type of
virtualization is the IBM TSM (Tivoli Storage Manager) to be backed up to a
disk buffer via the TSM server and migrated from the disk buffer to tape under
the control of the TSM. The TSM has had this functionality for many years. In
this way, the high speeds of the drives can be used. The advantage of this

solution is automation, because you can use all TSM policy rules accordingly.

In the LANfree area, virtualization makes sense if many LANfree clients are
operated, because each LANfree client requires a dedicated tape drive. If a
data center runs the backup with many LANfree clients, you need the same
number of physical drives, and this can be expensive. Virtual tape archives

make sense here because you have many virtual drives available. In order to

This means that all library products and tape drives that IBM sells are consistentlyo justice to this fact, IBM announced in October 2005 the virtual tape

on 4 Gbit technology converted and correspond the EU RoHS Directive that

came into force on July 1, 2006 for new products.

system TS7510 for open systems environments.

1999 - 2005

IBM TS3200



Tape virtualization for Open Systems (Virtual Tape Library VTL)

The virtual tape archive TS7510 consists of several important components
and is server-based. XSeries computers with a Linux kernel are used as
servers. The machine can be equipped with one (single) or two xSeries (dual
server configuration). The dual server configuration offers the possibility of
‘active failover and failback'. The servers used represent the virtual unit and
emulate virtual tape drives. Up to 512 virtual drives are emulated per

computer unit. With a dual server configuration, up to

1,024 virtual drives emulated. LTO2, LTO3 and 3592 (Jaguar 1) drives are
shown. Up to 128 virtual libraries and up to 8,192 virtual volumes are

available, i.e. 64 virtual libraries and

4,096 virtual volumes.

It is written to a disk buffer. For this purpose, two plate controllers and
corresponding plate expansion modules based on the DS4000 are installed in
the housing. The first frame is expanded with a second frame if larger
capacities are required. The minimum configuration allows 5 TB of usable disk
space and can be expanded to the maximum configuration of up to 46 TB. A
total of eight 2GbitPorts are available, four for disk access and four for the
host and the physical tape drives. The machine can be mirrored via two 1Gbit
Ethernet ports via the IP network (remote replication). Compression and

encryption can be used as additional options.

1999 - 2005

Vitae tape library IBM TS7510
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Archiving solutions

Archiving Information is a very old topic, one thinks of the cave paintings of
the Chau vet grotto in the Vallon Pont d'Arc in the south of France, which are
estimated to be around 31,000 years old - probably the first transmission of

information from human hands.

Since then, the techniques for providing information to posterity have
improved. First, information was carved in stone and burned in clay until the
Egyptians discovered the papyrus - the predecessor of today's paper - about
4,000 years before our time, in order to hold information on it using a simple
technique. As technology progressed, it was now possible to store more
information and leave it for posterity. Let us just think of the Old Testament,

which spanned a period of approx.

2,000 years before the birth of Christ and consists of a total of twelve books.

With the invention of buck printing by Johannes Gutenberg from Mainz in the
middle of the 15th century, it was then also possible to simply reproduce
information, which has contributed to many interesting traditions and of

course also to the growth of information.

Already 1982 IBM and Sony founded a development alliance with the aim of optical
technologies to further develop together. In the IT environment at the

beginning of the 1990s, there were optical archiving options, so-called ‘juke’

boxes with optical disks and corresponding read / write devices, which then

also became the archiving units for long-term archiving. Three different optical

media were established, the WORM disk (Write Once Read Many), the magneto-optical
disc MO

and the 'ScheinWORM' plate, the so-called CCW (Continous Composite
WORM) board, a magneto-optical disc that is given a label during

manufacture to ensure that the medium is not accidentally overwritten.

Already 1992 began to standardize the WORM, MO and CCW formats
developed for the IT industry, based on the RotelLaser technology. An ISO
standardization body was formed, and even the German DIN formed the NI23
working group, a committee of the German DIN for the standardization of
optical data carriers, which worked directly on the international ISO and gave
its corresponding position. The ISO standard, adopted as a 1 x standard,

reflected a 650GB disk in all three formats with which

Co-invented diode laser

Discovered rare earth/transition metal magneto-optics

Invented first high data rate phase change media

Achieved first sub-micron visual image

Demonstrated 1 GB/sq inch density
Demonstrated blue laser technology

Demonstrated 2.5 GB/sq inch density

Demonstrated multi-layer disk

62 73 "85 '86 87 90 ‘91 ‘92 93 94 96 ’08
3.5" re-writable drive (127 MB) 5.25 GB (8x) Drive
3995 WORM optical library (1x) o[BS e TS
5.25" re-writable drive (650 MB) Enhanced Library
3995 re-writable optical library (1x) Controller
5.25" re-writable drive (1.3 GB) > LAN (C2X) Models
3995 re-writable optical library (2x) > MVS (C3X) Models
5.25" Multifunction drive (1.3 GB) AS/400 Enh T
5.25" half-high workstation drive SECOSIISIESIENS
3995 Multifunction optical library (2x)
3.5" re-writable drive (230 MB)
5.25" Extended Multifunction drive (2.6 GB)
Improved Library with Dual Picker
Develoy of optical tech in the 90s
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CX0 CX2 CX4 CX6 CX8

Cartridges 20 52 104 156 258
Drives 1or2 2 2o0r4 40r6 40r6
Capacity 104 GB 270 GB 540 GB 810 GB 1.34 TB
Attachments:

X=6 SCSI SCSI SCSI SCSI SCSI

X=2 LAN LAN LAN LAN LAN

X=4 AS/400 AS/400 AS/400 AS/400 AS/400

X=3 -- S/390 S/390 S/390 S/390

X=1 = S/390 - S/390 S/390
(Expansion)
Model Upgrades -- - From To --

1BM 3995 optical archiving system with the individual model variants with 8 x standard

2 x standard came the 1.3GB, with the 4 x standard the

2.6GB disk. In 1998 the last standard was adopted as the 8 x standard,
which was still based on the red laser. The 8 x standard offered on all three
formats

5.2 GB capacity per disk.

In order to ensure backward compatibility, the standard was designed in such
a way that media of the 1 x standard could be read and written by read / write
devices of the 2 x standard and that even the 4 x standard was still able to
process media of the 1 x Reading standards. The break came with the 8 x
standard, since it was no longer intended to be able to process media of the 1

x standard on read / write devices of the 8 x standard.

In the mid-1990s, the WORM plate - recognized by legislators for many
archiving requirements - was specified with a shelf life of 300 years. Many
companies switched to long-term archiving on these optical JukeBoxes. IBM

offered that in this area IBM 3995 optical archive system at.

1999 - 2005

After the adoption of the 8 x standard, nothing happened regarding a
meaningful standardization for many years. This was due to the fact that a 16
x standard was technically not feasible, since the red laser showed a scatter
in this area that did not allow 4 pits to be accommodated on a pit produced
according to the 8 x standard by optimizing the laser frequency. The
technological change to blue laser technology (also known as 'blue ray') also
contributed to the fact that a still achievable standard in red laser technology

as the 12 x standard was no longer pursued.

Here is another important note that shows how deeply IBM was involved in
the development of optical technologies. Today’s blue laser is an IBM

patent, which resulted from a joint development by IBM and Sony.

in the Year 2000 there was a massive change in long-term archiving in
Germany. The GDPdU Directive was adopted and in the year 2001 verified
again. This guideline abandoned the requirement to use optical WORM
media for certain data to be stored. This cleared the way for the development
of new solution concepts that are not necessarily based on optical

technologies.
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If the archiving is subject to legal provisions and requirements, we also speak  Due to the changed conditions for long-term archiving, IBM announced that DR450

76

of revision-proof archiving. Legislators recognize digital archiving as
revision-proof in many areas, but at the same time make demands on the type
of archiving. In Germany there are e.g. B. the Principles for data access and
the verifiability of digital documents (GDPdU). Many laws and regulations
place general requirements on revision-proof archiving. The retention periods
of archived data are usually prescribed. Furthermore, it must be ensured that
the data in the digital archive cannot be changed or deleted - not so easy in a
world with two to three new computer viruses per day. Some regulations also
require copies of the original data to be made in separate rooms. Revision
security naturally also means that the integrity of the data is demonstrably
guaranteed at all times. It must therefore also be demonstrated by means of
protocols that the data correspond to the original. The technology used for

archiving is not required by almost any law or regulation today.

In some cases, e.g. B. in the medical and pharmaceutical field, data must be
archived for 30 years and longer. One question that arises from this is: Is
there a digital archive that will still exist in 30 years? A modern answer to this
is that the information has to be transferred from time to time to new systems
and technologies. Transfer of information and information processing systems
to new systems and technologies - hereinafter also referred to as migration -

is the only way today to be able to read the data even in 30 years.

1999 - 2005

system in the October 2003

at. The system was built with standard components and made available as a
long-term archiving solution for the OpenSystems area. The solution
consisted of two pSeriesp615 servers, which were combined in a highly
available HACMP cluster (AIX operating system). The IBM Tivoli Storage
Manager for Data Retention was installed on these servers, which ensured
that the archived files and documents were not deleted or modified within the
retention period. The data was saved on SATA disks (see also technology
appendix) of a FAStT600 with EXP100 expansion units. Capacities from 3.5
TB to 56 TB could be configured. The magnetic disk system was connected to

the servers via a redundant, FibreChannel-based SAN.

Already in Year 2005 came the Further development of the DR450 with the
DR550 on the market, which was converted to RoHS compliance in 2006 with

all of its components.

The IBM DR550 system today consists of the IBM standard software and
hardware components AIX, SSAM, pSeries p52A, the SAN components
2005B16, Disk System DS4700 and disk expansion units EXP810. Optionally,
you can order a highly available DR550 system. The system also includes the
cluster software HACMP. The advantage of this concept is obvious: The user
receives a system whose components have been tried and tested on the
market for a long time. The core component of DR550 is the System Storage
Archive Manager, a derivative of the Tivoli Storage Manager for Data
Retention, which prevents any change or deletion of information and thus

enables revision-proof storage.



In the IBM System Storage ™ product family DR550 there are three

models:

¢ The DR550 Express system is an entry-level solution that
consists of an IBM pSeries Model 52A with internal SCSI hard disks
configured as RAID5. A monitor kit with keyboard and mouse is
supplied with the DR550 Express Model, as well as a SAN Switch
2005-B16, which is intended for the connection of tape or a disk
expansion unit. A DR550 Express system is available with an entry
capacity of 1.1 TB (gross). The system can be expanded by 4 TB or 8
TB (gross) by connecting a DS4700-RAID5 system. A corresponding

built-in cupboard can optionally be ordered.

* The DR550 single node system consists of a single
cabinet in which an IBM pSeries p52A, a SAN Switch 2005-B16, a
Disk System DS4700 and optionally one or more EXP810 are
installed and configured. A single-node system can be ordered with
a hard disk capacity of 8 TB or 16 TB and expanded up to 112 TB

(gross).

e The DR550 dual node system consists of the same
Components like the single-node system, with the difference that all
components are designed redundantly (double). In other words, two
IBM p52A and two SAN switches 2005-B16 are installed in the
built-in cabinet and configured redundantly. A dual-node system
can be ordered with a hard disk capacity of 8 TB or 16 TB and

expanded to 112 TB (gross). It is a highly available system.

The information is stored on hard drives within the DR550 - optionally also
encrypted - and allows fast access times. The performance from the user
point of view can be increased with the multi-object transaction, especially if
many objects are read or written at once. Several objects are saved or read

within one transaction.

Multi-tenancy can also be realized with SSAM. This allows the logical
separation of storage areas for different clients and also the reporting of used
storage capacity. This ensures that a client can only access the data that is

stored in its partition.

1999 - 2005
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DR550 Express

The archiving system IBM DR550 is connected to the application via the Tivoli
Storage Manager for Data Retention API (Application Programming Interface).
Typical applications for archiving data on a DR550 system are document
management systems such as B. IBM Content Manager or Enterprise Content
Management Systems, such as. B. Open text Lifelink Enterprise Archive
Server. The TSM API is freely available to the user. All applications that have
implemented the TSM API - regardless of which platform this application is

operated on - can archive and read data objects on the DR550.

IBM DR550 dual-node system IBM
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DR550 File System Gateway

in the May 2007 IBM announced for the DR550 File system gateway at. A
file system can be set up via the DR550 gateway in which the data is
protected from being overwritten. The gateway is delivered preconfigured. A
CIFS or NFS file system is issued externally. The gateways can be

‘clustered' to build a HA-capable (high availability) solution.

in the August 2007 IBM provided the DR550 750 GB SATA disks to
disposal. With these new large plates, a DR550 can accommodate up to 168

TB capacity get extended.

since August 2007 stand with the DR550 Complete solution packages for
the Email archiving to disposal. These complete solutions for Lotus Domino
and Microsoft Exchange address the requirements of small and
medium-sized companies. The one-stop solution package contains
coordinated, scalable software and hardware components from IBM and can
be implemented quickly. Based on company-specific retention and access
profiles, the solution enables secure management and archiving of emails,
including file attachments, throughout their life cycle. Business requirements
as well as national or international compliance regulations are taken into
account, as is the wish of many companies to optimize storage requirements
and reduce administration costs. The complete package for email archiving
for the SMB area (Small and Medium Business) can be expanded at any time
to a comprehensive archiving solution that contains all unstructured company

information such as B. digitized corres
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pondez, office documents, faxes, presentations, audio and video files etc.
can be managed. A connection to SAP for documents and data archiving is
also possible. In this way, the complete package combines state-of-the-art
technology with rapid ROI as well as maximum investment and future

security.

The complete package consists of the user-friendly and powerful email
archiving solution IBM Common Store for Lotus Domino and Microsoft
Exchange as well as the IBM Content Manager as the basic repository. In
addition, there is an IBM System x3650 server with Intel Xeon
QuadcoreProcessors, which was specially developed for demanding
corporate tasks such as Enterprise Content Management (ECM),
Virtualization, Enterprise Resource Planning (ERP) or database applications.
The IBM System Storage DR550 serves as the storage component, offering
powerful functionality for storing relevant documents in accordance with legal
retention periods and regulations on magnetic storage media. The DR550

supports non-erasable and non-rewritable data storage.

in the February 2008 IBM did that DR550 solution as a machine with two
models DR1 and DR2 in the Version 4.5

available. This clearly shows that IBM is investing heavily in the information
retention segment. Through the extended use of the System Storage Archive
Manager (SSAM) for policy-based information retention operation, the DR550
enables transparent and automated movement of archived data between
different storage classes. This can save costs without endangering the
security of the archived data. The now award-winning system is now available
as a machine. Two models are available: The DR1 consists of a 25U rack, is
pre-integrated and is particularly suitable for medium-sized customers. The
DR2 was specially developed for large companies and is housed in a larger

36U unit rack.
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The physical connection of the DR550 to the server systems takes place via
Ethernet interfaces and is based on the TCPIP protocol. An Ethernet
interface is used as standard. Optionally, 2 or more Ethernet interfaces can

also be connected, which allows the data throughput to be scaled.

The TSM API in conjunction with SSAM offers the application various options
for controlling the retention time. An application can use the event-based
retention rule to delete data objects using an event. Of course, only on the
condition that the configurable minimum retention time for the data object has
already expired. SSAM uses the chronological retention rule to delete the data
after a specified retention period. The retention rules are defined in so-called
management classes, the application then only assigns an object to one
management class, which means that the corresponding retention time is
assigned to the object. With the additional deletion protection, another option
of the TSM API, the predefined retention rule for objects can be overridden.
This can prevent an object from being deleted after the normal retention

period.

1999 - 2005

The DR550 also offers the connection of other external storage technologies
such as. B. WORM tape or optical storage. In general, it is recommended
that an external device have a NativeWORM functionality when connected to

a DR550 system.

Tape drives are connected to the DR550 via the SAN. The connection of

WORNM tape has two decisive advantages for the user:

1. Copies of the data can be written on WORM tape
disasters and are safely stored in another fire compartment.
When the data on the hard disk in the DR550 ‘age’ and

2nd
thus the accesses become less frequent, they can be outsourced to
WORM tape. The tapes require less power, maintenance and

replacement and are therefore much cheaper than hard drives.
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Model 174

Model 32

Model 80

IBM 3996 optical archives - 960 GB to 10.4 TB

In the autumn 2003 Finally, a new standard based on the blue laser became
available on the market. The new 1 x standard reflected a 30 GB disk in the
traditional formats WORM, MO and CCW. The Plasmon company, which was
also very active in the standardization of the new blue laser technology, was

the first company to offer this year

2004 JukeBoxes with the new optical plates. In autumn 2005 came in OEM
contract between Plasmon and IBM which allows IBM to market these
JukeBoxes under the IBM logo. In the beginning, sales for connecting to
iSeriesServer had been limited since June 2006 the JukeBoxes can also be
connected to pSeries-based servers. With the models 32, 80 and 174, the IBM
3996 Capacities from 960 GB to 5.2 TB. in the August 2007 IBM announced
the use of the new for the 3996 optical archive systems 60 GB optical disks in
the formats WORM, MO and CCW. The new plate generation reflects the 2 x
standard, based on the blue laser technology. The IBM 3996 thus scales to a
capacity of up to 10.4 TB. The capacitive possibilities are therefore

significantly below the possibilities of a DR550.

1999 - 2005

It remains to be seen whether - based on the blue laser technology - a classic
optical 4 x standard will be adopted, since other solution options for long-term

archiving have now been established on the market.

Added to this is the fact that the standard of the first holographic plate with a
capacity of 150 GB in XY format was also adopted in 2003, also based on
blue laser technology, the 2 x standard with a 500 GB plate in early 2005
and a second in late 2005 x Standard as additional standard for the
‘consumer’ industry in the form of a 300GB disk. Holographic CDs and
CDROMSs can be produced due to the poly mer coating (plastic) used much
cheaper than z. B. classic DVDs or WORM, MO or CCW disks used in the

IT environment.



New NAS products

The Year 2005 was characterized by another surprise. On April 4, 2005, a
close cooperation and alliance between IBM and the company Network
appliance announced. This alliance enables IBM to distribute all NetApp
products as IBM logo products. Since IBM was previously only limitedly active
in the field of NAS (Network Attached Storage), this partnership enables IBM
to offer a broad portfolio of storage solutions in the field of 'file serving'. In the
beginning, only the small NetApp devices were available under the IBM logo,
since the end of 2005 the devices of medium performance class, since June
2006 corresponding gateways and since August 2006 the high-performance

devices and thus almost the entire product range of NetApp.

IBM Nseries N5000 and Nseries N7000

1999 - 2005

The IBM Nseries offers answers to the questions of simplifying the storage
infrastructures and central data management, backing up the data and

restoring them in the most professional way.

With the N series, IBM heralds the convergence of the storage worlds. NAS
stood for 'simplicity’ and a wide range of functions, arguments such as high
performance, scaling and reliability were mentioned on the subject of SAN.

These differences are now eliminated with the Nseries.

There are generally two model types available. Systems with internal disk
drives (filers) and systems that use external SANDisk resources, the

so-called NAS gateways.

The scaling of the two system series ranges from entry to midrange to
enterprise storage capacities and connection options. An outstanding

feature is that all systems use the same Data ONTAP operating system.

The Nseries products offer a great opportunity to connect servers in the
network with their specific access protocols. These include the NASFilel / OP

protocols (CIFS, NFS) and the Blockl / OP protocols iSCSI and FCP.

The Nseries offers enormous flexibility with regard to the expansion stages
and the possibility to put together various disk technologies for the respective

solution. Fiber Channel Diskdrives and SATA Diskdrives can be mixed.

An Nseries, equipped with FibreChannel Disks, can be used for a
MissionCritical, HighPerformance and transaction oriented environment.
Nseries, equipped with SATA disk drives, can be the ideal choice for
customers who are looking for a disk-to-disk backup option or who are

interested in archiving.

All Nseries systems use a single operating system with an enormous variety
of additional SW options, starting with storage and system management,
through inbound and outbound copy services to a complete D / R solution

with integrated backup functions.
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IBM N3700

Since the subject of 'legally compliant archiving' is becoming increasingly
important, the Nseries WORM offers functions. This means that data can be
saved as 'not erasable / changeable' in order to take the relevant guidelines
into account. Certain memory areas in the system or the entire series can
simply be defined as 'WORM' areas. There is broad support from the

well-known ApplicationManagementSW manufacturers.

The Nseries offers software functions that make it easier for the system
administrator to manage his Microsoft Exchange, Microsoft SQL, IBM DB2
and Oracle databases. With 255 SnapShots (PointinTimeKopien) applications
can be easily restored in case of errors. A patented RAIDDP algorithm
ensures high data availability and protects against data loss if two disks in a

RAID group fail. This is particularly useful when using SATA disks.

The entry-level system N3700 offers a capacity of up to 16 TB, the middle
systems N5200 up to 84 TB (up to 168 LUNs) and N5500 up to 168 TB (up to
336 LUNSs). 72 GB, 144 GB and 300 GB disks can be configured. In the

middle systems there are two

2.8GHzXeon processors used. The so-called 'head' of the filer (the term has
become established for the controller of the appliance solution) is also
available as a gateway in the medium-sized systems and uses the available

disk capacity in a SAN.

1999 - 2005
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The high performance systems Nseries 7000 consist of the

N7600, which capacitively scales up to 420 TB (up to 672 LUNs), and the N7800,
which can be expanded to up to 504 TB (up to 672 LUNSs). Four 2.6GHzAMD
Opteron processors are used with the N7600 and eight 2.8GHzAMD Opteron
processors with the N7800. In both high-performance systems, 500GB SATA
disks can be installed in addition to the other disks. The 'heads' of the

high-performance systems are also available as gateways.

To round off the scalability of the Nseries product portfolio between N5000
and N7000, IBM announced this in November 2006 Model N5600 as the new
most powerful model in the N5000 series with availability from December 8,
2006. Based on a 64-bit architecture, the N5600 offers capacities of up to 252
TB and 30 - 40% higher performance compared to the N5500 and thus closes
the gap between the N5500 and N7600.

To complement the N5600 appliance, IBM announced in May 2007 the NAS Gateway
N5600 at. At the same time, with availability in June 2007, the Nseries series

will be the new models N5300 and the NAS Gateway N5300

added. The N5300 integrates a 64-bit machine and capacitively scales up to

126 TB. The 64Bit machine makes the gateway ideal for 4GbitSANs. in the

August 2007 there are two new entry systems, the entry system N3300, that
can be expanded to a capacity of 24 TB, and the N3600, that can be
expanded to up to 69 TB capacity. The old N5500 and the N5500 gateway

were in the October 2007 withdrawn from sales.

in the October 2007 is a new management software for the Nseries
products Virtual File Manager VFM made available. This software product

was developed by Brocade and offers the possibility of file virtualization.

in the February 2008 IBM announced one new generation of nseries for

large data center operations.

The next generation of the N7000series is available both as an appliance
and as a gateway. The new models
N7700 and N7900 enable greater scalability for large-scale data center

operations. The



new systems offer scalability with up to 1,176 TB
Capacity support for memory-intensive requirements in data centers. The
N7000series enables IT operators to consolidate SAN and NAS storage

requirements on a single system.

As of October 2008, the N5200, N5300 and N5600 systems will be withdrawn

from Marketing in October 2008. Compared to the N5000 series, the N6000
series offers 1.4 to 2 times higher performance because they are based on
modern hardware and have more cache. The N6000 systems also have the

option of working with newer operating systems based on Data ONTAP.

New disk drives are available for the EntrySystems. For the N3300 and N3600 SATA

or SAS drives in the controller are now also supported. The N3300 has
expanded scalability up to 68 TB and the N3600 up to 104 TB. In addition,
the following models Capacity increased: N5300 (from 168 to 336 TB),

N5600 (from 252 to 504 TB), N7600 (from 420 to 840 TB) and N7800 (from

504 to 1,008 TB). The SnapManager for Office SharePointServer from

Microsoft is now available on all systems of the Nseries.

In August 2008 IBM announces the new Nseries systems

N6040 and N6070 at. The N6040 offers capacities of up to 420 TB and the

Nseries supports a variety of servers and operating systems via FCP, CIFS,
NFS and iSCSI. The connected disk arrays can be configured in RAID4 or
RAIDDP (Double Parity), which corresponds to the RAID6 level.

With the Nseries family, IBM provides tailor-made disk storage solutions

in filers and NAS environments.

There are currently 40 different software functions available for the IBM

N6070 of up to 840 TB. The N600O series is launched in February 2009 through Nseries. The most important are described in the appendix.

the model N6060

with a capacity of up to 672 TB. in the

IBMN series Gateway
fiir existiernden Speicher
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SnapShot

SnapShots are readable, consistent instant copies (point-in-time copy) of a
database, more precisely a file or a LUN. Up to 255 SnapShots can be
created per file / LUN. The special thing is that they are space-saving, which
means that they do not require any additional disk space when they are
created. This is done by storing only the reference to the data (pointer).
SnapShots can be triggered manually or processed automatically. B.
PointinTime copies are created every 5 minutes. Due to the high number of
SnapShots (255), a very granular and timely backup / recovery is possible.
Since SnapShots are stored in a special directory, it is also very easy for the

user to restore their deleted files themselves (using drag & drop).

SnapRestore

SnapRestore uses the up-to-date SnapShot copies to restore a file, a file
system or a LUN. If SnapShots are only readable copies and must be copied
into the active file system in order to restore the data, SnapRestore can easily
be used to put the active file system onto a SnapShot copy. This means that
no data is copied around for data recovery. Such a restoring can be done very
quickly with a single command! A 300 GB database can be restored with this

technology in about 2 to 3 minutes.

SnapManager

SnapManager was specially developed for databases (Oracle and MS SQL)
and mail applications (MS Exchange). Based on SnapRestore, the
SnapManager offers a highly integrative SW package for the system
administrator. Instead of complex scripts, the user can set up simple backup
tasks via GUI, initiate restoring processes or create database clones for test
purposes with a 'click’. It is even possible to easily restore individual
mailboxes (with calendar entries, contacts, attachments) for the MS

Exchange environment after an error.

SnapMirror
If SnapShot and SnapRestore are backup / recovery functions, a function has
been developed with SnapMirror that provides a D / R function for mirroring

the data from one Nseries to another. SnapMirror reflects
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Data - to put it simply - synchronously or asynchronously via SAN or LAN on
a Disaster Recovery Site. If the productive side fails, the data is available
despite the failure. When the productive side is operational again, the data is

copied back from the DR side.

SnapVault and SnapLock

SnapVault and SnapLock are solutions for backing up and archiving data.
SnapVault allows you to backup one series to another (or many to one). By
using cheap SATA disks, the backup system can be backed up quickly and
inexpensively. Since the disk is restored, the data can also be restored
quickly. SnapLock offers the option of using all or part of the disks as a
WORM area (Write Once Read Many). Data that are stored here can only be

deleted and / or changed after the retention date has expired.

Open System SnapVault (OSSV)

OSSV behaves like SnapVault with the difference that the OSSV (Open
System SnapVault) software server can back up and restore. For this, the
OSSV SW must be installed on the server (Open, ie Unix and Windows). The

servers then back up to an Nseries as a backup system.

Cluster failover
Cluster Failover (CFO) is a standard component for every DualController (A20
or G20) of the Nseries. If one controller fails, the second controller

automatically takes over the server | / Os and data access is retained.

MetroCluster
If you expand the cluster failover function (CFO) across building

boundaries, you get the MetroCluster.

The MetroCluster replicates the data from controller 1 of the primary data
center to controller 2 of the secondary data center and guarantees data
consistency and availability. If the primary site fails, MetroCluster allows
failover with a single command from the administrator. Unlike SnapMirror,
MetroCluster is not a DR, but a business continuity solution. Based on the
design, in which the data is already in sync on both sides and with immediate
access, an immediate continuation of the business processes is possible.

This takeover is automated to such an extent that the



Administrator only has to issue a single command. Stretch MetroCluster offers
protection of up to 300 m between two Nseries systems. Fabric MetroCluster

also offers protection of up to 100 km with SAN switches.

A-SIS (Advanced Single Instance Storage)

DataDeduplication can be used to reduce the amount of data stored on a
backup or archive system. At Nseries, this function is called ASIS (Advanced
Single Instance Storage Deduplication). Identical data is only saved once,
which can save up to 70% in storage capacity for certain applications. At
system level, the Nseries analyzes identical blocks in the background (for the
application transparent) and saves them only once. ASIS is ideal for archives

or backup systems.

SMBR (Single Mailbox Recovery for Exchange)

In contrast to Lotus Domino, in which each mailbox is saved separately as a
separate database (and thus represents an easily recoverable unit),
Exchange merges various mailboxes and stores them in .edb and .stm files.
These files become very large over time. This makes restoring more difficult
because you have to work with very large .edb and .stmFiles if a single

mailbox needs to be restored.

The solution for this is SMBR, a software that searches these large files to
restore the desired mailbox (including attachments, folders, etc.). SMBR is
based on the SnapShots and does not have to run on the production server.
A 'content analysis' is an option of the SMBR: with it the content of emails,

attachments etc. can be analyzed and logged.

SnapDrive
SnapDrive is the software that makes it possible to manage volumes from
the application server, enlarge them, trigger consistent SnapShots and

clone LUNSs (without FlexClone feature).

If the volumes for a database need to be increased in a classic storage
subsystem, the server administrator must then initiate a process at the

latest to request more storage space.

1999 - 2005

With SnapDrive this is now very easy: From the GUI of the application server
you select the appropriate volume and enter the new larger capacity. The
volume is enlarged in the background (i.e. without interruption). SnapDrive
communicates with the Nseries to perform these actions. SnapDrive saves
time and costs and helps to simplify processes, as these can be done via the
GUL. In addition, SnapDrive can also create new drives and 'mount' them (ie
make them available to the servers). SnapDrive supports MSCS (Micro soft
Cluster) and VSS and should always be used for iSCSI and FC. This function

supports Microsoft, Windows and Unix / Linux derivatives.

SyncMirror

SyncMirror is a standard feature where each | / O is actually written to two
separate disk pools. This corresponds to a RAID1 within a system.
SyncMirror can best be compared to LVM (Logical Volume Manager) on

AIX.

RAID-DP

Conventional single parity RAID technologies offer protection in the event of a
disk drive failure. No other error in the data reconstruction time is expected to
occur. If an error occurs in this phase, it can lead to data loss. This is
particularly the case with the ever-growing SATA drives, which can now hold 1
TB of data volume. RAID DP (Double Parity) secures the failure of two
DiskDrives. RAID DP writes 16 stripes, which are calculated beforehand (data

and parity), to the DiskBackend at the same time.

Save drives take effect if a disk fails. RAIDDP thus corresponds to RAID6.

FlexVol

FlexVol is a standard SW that was developed for LUN management. FlexVol
uses the entire disk storage pool of the Nseries to form the individual LUNSs.

All available 'spindles' in the backend are used without | / O bottlenecks due

to dedicated disk allocations.
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FlexShare

FlexShare prioritizes the service for important workloads by assigning
priority levels from 1 to 5 for each volume. So z. B. the | / O of a database
can be used preferentially over file services. FlexShare is a standard

feature of the Nseries.

FlexClone

FlexClone enables multiple clones of FlexVols to be created (e.g. for test
purposes, QA, DWH etc.). FlexClones do not consume any additional storage
space at the time of creation. They are based on SnapShots and can be
created and changed in seconds. They have the same performance as
FlexVols including all the properties of a FlexVol (dynamic zooming in and
out). One restriction has to be considered: 'Parent FlexVol' and Base
SnapShot cannot be deleted as long as a dependent FlexClone volume
exists. With 'Split' the FlexClone volume can be separated from its 'Parent
Volume' and continue to exist independently. This requires free space in the

unit to copy the 'shared blocks'.

Commentary on the era of multi-platform systems and FibreChannel SAN and NAS

The speed and hectic pace increased even more in this epoch compared to
the previous epoch. Added to this were new complexities due to new
FibreChannel networks (SANs) and the possibilities in the networking
attached storage environment. Many new products in the SAN and NAS
environment made storage more versatile, but it also made it more complex

and difficult.

In this era, the storage systems detached themselves from their previous
dependency on servers. Multiplatform systems such as the ESS were able to
serve any server platform. In addition to these multi-platform systems,
FibreChannel systems were built in parallel for the OpenSystem platforms,
which could be connected to the emerging and increasingly widespread
SANs. SANs and SAN strategies dominated the market more and more. That
still applies today! The zSeries also switched from ESCON to FICON in order
to transport ESCON protocol packages via the FibreChannel. SAN
virtualization was the focus topic that IBM answered with the SAN Volume

Controller. SAN management, above all
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central management has become one of the main requirements of data
centers that operate SANs. For this purpose, IBM developed the program
package IBM TPC (Total Productivity Center). After 1GbitSANs, 2Gbit and
4GbitSANs were used at intervals of around three years.
4GbitFibreChannelSAN 'End to End' solutions have been possible since
2006.

In the NAS environment, IBM mainly brought solutions in the form of
gateways, which, however, could not prevail throughout the epoch. IBM had
too little focus on NAS capabilities and focused mainly on SANs. At the end of
the era, in 2005, there was an alliance between the companies IBM and
Network Appli ance, which were very successful in the field of NAS and are
still successful today. This alliance enables IBM to also offer solutions

developed in the field of NAS and to expand the overall storage portfolio.

On the tape development side, in addition to the introduction of LTO2 and
LTOS, one of the milestones was the introduction of the sensational Jaguar
tape drive technology with the 3592 and later TS1120 drive. Jaguar is the
'vehicle' to break new ground in the tape environment. Jaguar opens up
technical possibilities that we may not even be able to imagine today (see the

technology appendix, chapter Magnetic tape).

In addition to optical archives, new and better solutions were created for
long-term archiving because legislators no longer prescribed which medium
must be used. This made better and more meaningful solutions possible. IBM
developed the DR450 (Data Retention) solution, which was replaced by the

DR550 and is now used successfully in long-term archiving.

The products available at the end of this multifaceted epoch will certainly
accompany the subsequent epoch with corresponding further developments
and offer solutions for the storage world that has become complex due to
SAN and NAS. In particular, the areas of the DS4000 disk system, the San
Volume Controller, the entire tape and tape archive area, tape virtualization
solutions and the area of long-term archiving will be rapidly advanced with the

DR550.
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What will the new era of server-based storage architecture and storage
virtualization bring us? What can we expect technologically in the next few

years?

The author allows himself to incorporate a personal and quite realistic

estimate of the near future into this storage compendium.

Server-based disk systems

The approaches of server-based storage architectures can already be seen in
the previous epoch in the products DR550 (pSeriesServer) for long-term
archiving and the TS7500 family (xSeriesServer with Linux Kernel) for tape
virtualization in the OpenSystems area. SAN virtualization with the SAN

Volume Controller must also be included.

However, server-based storage architectures mean much more. Systems
based on this are not only machines on which data is stored, but also servers

that can run applications

The era of server-based storage systems and storage virtualization

nen. Today, if servers are consolidated at the server level and storage units
at the storage level, server-based storage architectures allow vertical
consolidation of servers and storage. Applications can be moved from the
server level to the storage level. This is of particular advantage for
applications that produce many | / Os between a server unit and a storage
unit. These | / Os can all be saved if the application is carried out by a

storage unit ('No | / Ois the best | / O").

The first product in this server-based storage architecture is the DS8000 disk
system October 12, 2004 was announced by IBM. The announcement was
undoubtedly much too early and it took almost a whole year until the machine
had the degree of stability to be used productively. Today, the machine has
unprecedented stability and performance that no other comparable system on
the market delivers. The little brother, the DS6000, was announced on

October 12 with the DS8000.

IBM DS8100 2-way system

2006 - 2010

IBM DS8300 4-way system



The DS8000 is currently the most powerful disk system on the market. With
3.4 million 1 / Os per second, it is unbeatable in comparison to other disk
systems. However, IBM did not compete with the DS8000 storage system in
order to achieve any top positions on any ranking lists, but to make data
storage cheaper with less, more powerful hardware. It's about economy and
cutting-edge technology helps to make the Total Cost of Ownership (TCO)
cheaper. TCO consist of hardware acquisition costs and operating costs. Both
are reduced with the use of DS8000. DS8000 leads to lower acquisition costs
and significantly lower SAN infrastructure costs because fewer components
are required. At the same time, the management and tuning effort is reduced,
because the hardware is more powerful and requires less monitoring and
optimization. With architecture principles such as a strip-like design and
self-learning caching algorithms that automatically adapt to changing

workloads, the DS8000 ensures that the hardware is used optimally.

The following table provides an overview of the scalability of the DS8000
storage system. The systems were designed with a view to almost linear
scalability. This is shown in the table below. The entry into the DS8000 world
is provided by the 2-way system DS8100, which scales up to 116 TB on the
basis of 300 GB drives. If the capacity requirements increase, all the
components required to increase performance, such as the number of
processors, cache, FC / FICON adapter and disk adapter, increase in the
system. This also applies to future extensions. If the capacity requirements
exceed 192 GB, 8-way and 12-way systems up to the 32-way system will be
feasible in the future without changing the architecture. With a tripled capacity
of over 500 TB, the system scales almost linearly with because then all
essential components for the provision of services such as cache, processors,
FC / FICON adapters and disk adapters are tripled when upgrading from
4-way to 12-way system. The future systems are part of a long-term roadmap.
The 8-way and 12-way systems will be realized as soon as there is a need for

this extremely high performance on the market.

2-way

4-way 8-way 12-way

Server processors 2-way POWERS

4-way POWERS 8-way POWERS 12-way POWER5

Cache 16 to 128 GB 32 to 256 GB 64 to 512 GB 96 to 768 GB
FICON (2 Gb / s) (4 ports per adapter) 8 to 64 8to 128 up to 256 up to 384
FibreChannel (2 Gb / s) (2 ports per adapter) 8 to 64 8to 128 up to 256 up to 384
ESCON (2 Gb / s) (4 ports per adapter) 4to0 32 8 to 64 up to 128 up to 192
Device ports 8to 32 8 to 64 8to 128 8to 192
Drives 16 to 384 16 to 640 up to 1792 up to 1792
73 GB (15K RPM), 146 GB, (15K RPM) 146 GB

(15K RPM), 300 GB (10K RPM)

Physical capacity 1.2t0 115 TB 1.2t0 192 TB up to 538 TB up to 538 TB
Number of frames 1t02 1t03 2t08 2to 8

2006 - 2010
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IBM DS8100 interior construction

The DS8100 consists of a base unit and a maximum of one expansion unit.
Up to two expansion units can be connected to the DS8300. Since October
2006 Up to four expansion units can be connected to the DS8000 Turbo
models. The DS8000 Turbo thus offers the option of operating over 300 TB
FC disks and over 500 TB FATA disks (maximum

1,024 disk drives).

The Storage systems DS8000 are the first storage systems on the market
with real StorageLPARs. As with a server, logical LPARs can be formed on a
physical unit with their own processor, bandwidth, HBAs, DiskAdapter, drives
and microcode. The LPARs are robustly isolated from one another. Even a
crash in one LPAR does not affect the second LPAR. The LPAR concept is
therefore particularly well suited for ensuring a certain service level for certain
areas of application. Production and testing can be run on one machine
without the test activities affecting production. zSeries and Open Systems
Workload can also be operated on the same machine without hesitation,

since each LPAR is equipped with its own resources.

As of today, the DS8300 offers two LPARs, each of which receives 50% of
the resources. The division will soon become more flexible and

sub-processor allocations will be possible.

2006 - 2010

IBM DS8300 interior construction

In the future it will be next to the StorageLPARSs too

Application LPARs give. Since the DS8000 has integrated a pSeries, all
options of a server can be used for data storage. In particular, it is intended
to run applications with a high affinity for storage (many | / Os) directly on the
storage system and to use the internal bandwidths of the DS8000 for optimal

performance.

A key feature of the DS8000 are the superior copy services, that enable
uninterrupted data center operation. These include the functions synchronous
and asynchronous copying (Metro Mirror / Copy, Global Mirror / Copy) and
PointinTime Copy (FlashCopy). The mirror functions of the DS8000 are
unique in the market today due to their performance (distance, number of | /
Os via one line, number of simultaneous mirrors) and their functionality
(consistency groups, suspend / resume option, reversing the direction of
mirroring, three mirrors, etc.). There are currently no more powerful remote

copy implementation on the market.



While DS8000 clearly addresses the high-end memory market based on the
POWERS architecture, there is still huge market potential with lower
requirements in terms of performance and scalability. IBM addresses this
market potential with a modular storage system based on PowerPC processor
technology. What is important for this market segment is a compact, modular
design that enables high performance in the smallest space, makes no special
demands on the data center infrastructure and can be perfectly integrated into

the existing IT landscape with servers in 19-inch racks.

This corresponds to these design requirements Storage system DS6000. The
system is fully designed for the mass market and its specific requirements.
The system is based on modular 3U racks that can be installed in existing
19-inch racks without compromising on performance. The storage system

scales from 288 gigabytes to 38.4 TB.

For IBM, the DS6000 represents a breakthrough in space requirements. While
the previous entry into the enterprise world with the ESS 750 did not mean
without at least one square meter of floor space plus additional service space
and a stable double floor, which had to allow a load capacity of over a ton was
possible, the DS6000 reached completely new dimensions. The scale
comparison below shows the great technological progress. The entry into the
enterprise world is now possible with less than 5% of the volume of previous
storage systems. This goes hand in hand with reduced requirements in terms

of service space, data center infrastructure and electricity requirements.

The logical structure of the DS6000 corresponds to that of the DS8000. The
difference is in the platform on which the system is operated. HA and
DACode are essentially identical because they are self-sufficient units. The
functionality of the storage system is also identical. The big difference is the
processor platform. Since the PowerPC processor has no partitioning
options, this component is not required. In addition, the processor is not

controlled by AlX, but by Linux.

75257

= _

IBM ESS 750 with 5 TB capacity
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View of the IBM DS6800 disk system

Significant changes also affect the abstraction layer, which isolates all
hardware specifications from the functional level. DS6000 is therefore a

pure storage system that cannot be used for future application purposes.

The machine basically consists of 5 components, so-called 'Customer
Replaceable Units' (CRUs). These are drives, power supply, controller,
battery and a 'LightPathDiagnoseModul'. Whenever one of these parts is
defective, the customer will receive a spare part that can be used in a few

simple steps.

The same applies to the microcode. Whenever a new version is available,
the customer will be informed and can download the latest microcode from

the Internet and import it without interruption.

The error analysis is supported by light path diagnostics, SNMP messages
and a GULI. The fault analysis is fully supported by the system. Interactive
help functions simplify repairs. For simple administration and quick
implementation, the storage system has an Express Configuration Wizard,

which greatly simplifies the initial configuration or reconfiguration.

The DS6000 and DS8000 are the first plate systems from IBM that with a
four-year warranty were announced. Due to this long guarantee, you can

already see that this new architecture will last for a very long time.

On August 22, 2006 with availability in September 2006, IBM announced
the latest enhancements for the DS6000 and DS8000. In addition to the
selection of FibreChannel plates, both plate systems can now also be used

with cheaper FibreATA ( FATA) plates be equipped. The plates

2006 - 2010

The era of server-based storage systems and storage virtualization

have a capacity of 500 GB per drive. This offers the possibility for the plate

systems, within the system with a Two-tier storage hierarchy to work.

So they can FC plates for classic transaction processing and high-traffic

data and the cheaper but slower ones FATA disks

for sequential data processing and little used data.

A fully expanded DS8000 with FATA plates offers a gross capacity of 320 TB

and a small DS6000 up to 64 TB in gross capacity.

1<t tier-FC drives
- Transactional 10

- Heavily used data

2nd na tier FATA drives

- Streaming data
- Little used data




New models have been announced for the DS8000, the

POWER P5 + processor technology have integrated and thus deliver 15%
higher performance. The | / OCages were on 4 Gbit FibreChannel and
FICON ports switched. This makes the DS8000 the first disk system on the
market that can work with 4GbitFICONPorts on the zSeries host. The DS8000

If location B fails, incremental resynchronization procedures establish the
connection between A and C and thus continue to ensure uninterrupted
mirror operation. If location B is available again, an incremental procedure
from A to B is used to resynchronize. After resynchronization is completed,

locations B and C are reconnected via Global Mirror, thus restoring the initial

systems with P5 + processors are available as DS8000 turbo systems designatesituation.

A new facility that as "Synergy Feature' , which will be available in November
2006, will significantly improve the overall performance of the DS8000 Turbo,
DB 2 and AIX components and achieve significantly more effective
communication between the computer and the storage system for DB2

applications. This is made possible by targeted 'end to end' priority control.

Part of the announcement of August 22, 2006 also included the option to
work with a third mirror in remote copy processes for DS8000 turbo

systems. This solution is called '3 Site Disaster Recovery Solution’

designated. This ensures constant access to the data even in the event of a
disaster. Until now, this was only possible via RPQ (Request for Price

Quoting).

The triple remote mirroring consists of the components 'Metro Mirror' and
'Global Mirror' (formerly PPRC XD - Peer to Peer Remote Copy eXtended
Distance - and FlashCopy). Location A is mirrored with the DS8000Turbo
synchronously with location B. Location B then mirrors asynchronously to

location C.

If location A fails, the application is redirected to location B and Global
Mirror continues to run without interruption between locations B and C.
When location A comes online again, location B to A is resynchronized on
an incremental basis. After resynchronization is complete, the application

can be moved back from B to A.

If location C fails, application A is not affected and the synchronous
mirroring between A and B is retained. If location C is available again,

Global Mirror is rebuilt incrementally and the starting situation is restored.

Parallel Access Volume (PAV): The function of writing and reading from
multiple computers and applications to the same disk address simultaneously
was introduced in the z / OS environment with the Enterprise Storage Server
(see also ESS) and further optimized for the DS8000. The work load manager
(WLM) in z / OS controlled the dynamic assignment and reordering of the
necessary 'alias' addresses, which is referred to as dynamic PAV. In

November 2006, IBM announced for the DS8000 Hyper PAV

at. The function was changed so that z/ OS in combination with the DS8000
can take an alias address from a pool for each individual | / O without the
need for coordination between z / OS systems. This means that you can react
immediately to changing workloads. With the same workload, HyperPAV only
needs about half of alias addresses and, compared to dynamic PAV with the
same number of alias addresses, offers the possibility of processing 50%

more | / Os.

On August 22, 2006 IBM was launched as a new software product
TotalStorage Productivity Center (TPC) announced for replication. TPC
for replication enables central management of the CopyServices functions
Metro Mirror, Global Mirror and FlashCopy for the products DS6000,
DS8000, DS8000 Turbo, SAN Volume Controller SVC and ESS Model
800.

Synchronous copy with Metro Mirror
(up to 300 km)

Asynchronous copy with Global Mirror
(no distance limitation)

FlashCopy
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In 2007, IBM provided significant extensions for the DS8000 disk

systems.

in the February 2007 IBM announced March availability for all DS8000
systems in addition to the previous disk types

300 GB FibreChannel disks with 15,000 revolutions

at. The DS8000 was the first system on the market that could be equipped
with these fast, large-capacity plates. In May 2008, significant capacity
expansions were added. Previously, a 4WaySystem with up to 640 plates
(with 2Way up to 384 plates) could be equipped in a configuration of three

units, since June 2007 it was possible to use a 4WaySystem DS8300

with up to 1,024 plates to configure. For this, four additional expansion units
are connected to the base unit, in total a configuration with five housing units.
When using the 500GBFATA disks, the maximum capacity increased up to

512 TB per system.

since November 2007 further performance-optimizing features are available

The era of server-based storage systems and storage virtualization

In addition to the new performance features, new functional expansions were
also available for the machines in November 2007. Space efficient
FlashCopy can significantly reduce costs by reducing the required disk
capacity for copies. This means that electricity and climate requirements can
be reduced at the same time. Flash copies only require disk space if changes

are made to the original. Dynamic volume expansion

Simplifies management by increasing the size of logical drives online as data
grows. In addition to these extensions, the TPC (Total Productivity Center) will
be renamed as standard when new DS8000 systems are delivered SSPC
(System Storage Productivity Center) supplied and thus offers uniform
access to the management of IBM and other storage systems. This provides
the IT user with a uniform management interface and a common console for

DS8000 systems and the SVCs (San Volume Controller).

At the February 26, 2008 Together with the announcement of the new

to the DS8000. The function Storage pool striping with Rotate Extends reflectsmainframe system z10, new extensions for the DS8000 disk system were

a new default algorithm that distributes new logical disks in 1GB increments
across the backend, thus optimizing performance without special tuning. AMP
(Adaptive Multistream Prefetching) provides a new caching technology
from IBM Research that performs self-optimizing prefetching in relation to
workloads. AMP dynamically decides what and when is loaded into the
cache. This can dramatically improve the throughput of sequential and batch
workloads, which means that runtimes can be significantly reduced. AMP
improves the read throughput from a RAID5 array by almost a factor of two!
AMP can prevent hot spot situations when very high demands are placed on

sequential workloads.

IBM z / OS Global Mirror Multiple Reader offers a significantly higher

throughput at RemoteSpie in the zSeries environment.

announced, especially in the z / OS environment. With the function z/ OS
Metro / Global Mirror Incremental Resync With triple remote mirroring, there
is no need to create a full copy for resynchronization after a hyper swap
situation. The extension Extended Distance FICON Reduces the need for
channel extenders with z / OS Global Mirror (double remote mirroring) and z /
OS Metro / Global Mirror configurations (triple remote mirroring) due to a
higher parallelism of the reading operations. The new possibility of z/ OS
Basic Hyper Swap allows the configuration of disk replication services via the
graphical user interface (GUI) of the DS8000 disk systems. This option can
also be used for DS6000 and ESS systems where the GUI is also available.
The z / OS Basic Hyper Swap option can also be used without GDPS
(Geographically Dispersed Parallel Sysplex). z / OS Basic Hyper Swap is a
unique feature that automatically fails over to the remote disk system even
without GDPS when the primary site becomes unavailable. However, this is
only possible with the IBM systems DS8000, DS6000 and ESS. Disk systems

from other manufacturers are not supported.
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With the Release 4.0 gets the DS8300 in August 2008

the possibility with variable LPARs and work with more flexibility.
Previously, only 50% / 50% allocation was possible, now a variable
allocation of 25% / 75% or 75% / 25% of the system resources is

supported.

Different versions of the microcode can be operated within the separate
system resources,

e.g. B. separate production systems or test systems and that within a
physical storage system. Variable LPARs are provided within the DS8300
at no additional cost from Microcode R.4.0. With R.4 the following divisions
can now be made: 50/50% split (factory default), 75/25% split and 25/75%
split. The division can be made for the system resource processors, NVS
and cache. Host adapter slots, device adapter slots and storage enclosure

slots remain in the 50/50% split.

With the Release 4.1 in the September 2008 the DS8000 family

receives the following extensions:

Support of Raid6 as extended plate protection, especially suitable for large
plates, e.g. B. with 1 TB SATA disks. With FC disks, RAIDS is still preferred
due to the high disk performance required and the fast architecture-related
restoration of the RAID system in the event of a disk failure. With the
integration of 450 GB FC 15K disks On the one hand, the possible total
capacity expands and thus increases the efficiency of the system. A new IBM

service

Disk drive above, solid state disk below

' Secure data overwrite " guarantees the secure deletion of sensitive data

on disks. This service is performed by a trained IBM technician.

With the Release 4.2 in the February 2009 further fundamental extensions
come into play for the DS8000 systems. The DS8000 systems can now be
used in addition to FC plates and SATA plates SSDs (Solid State Disks) be
equipped. Solid state disks of 73 GB and 146 GB are supported. Factory
installation is provided as standard; an RPQ must be provided for field

installation. This RPQ is used to ensure optimal performance.

DS8000 is the first IBM subsystem to support encryption of data in
conjunction with special DiskDrives ( Encryption) on the plates. This ensures
that the data cannot be read even if the DiskDrives are lost. In contrast to
other solutions, encryption on DiskDriveLevel enables encryption without loss
of performance. No changes need to be made in applications or the storage
infrastructure. The keys are managed in the same way as tape encryption
with the software product TKLM, formerly EKM (see also under Tape
Encryption).

With the introduction of high-capacity 1 TB SATA disks
The DS8000 disk system is also suitable for the use of DataDeDuplication
technologies, e.g. B. in connection with the Diligent products (see under

DataDeDuplication IBM ProtecTIER).

With the Release 4.3 in the July 2009 supports the DS8000 ' Thin
provisioning " without impairing performance. The thin provisioning function
can be ordered optionally and can be used for the entire capacity. Thin
provisioning can increase the use of storage capacity and thus make a
significant contribution to the economic use of the storage used. Storage

administration costs can be reduced through automated storage provisioning.

A new feature that ' Quick initialization feature " enables quick setup

of copy services.
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zHPF Multi-Track Support for DS8000
This unique feature of the DS8000 in conjunction with zSeries leads to
significantly improved | / O performance. This performance improvement is

achieved through an optimized | / O protocol.

IBM DS8700 disk system

in the October 2009 IBM announces the new machine DS8700

as the successor to the disk systems DS8100 and DS8300. The DS8700 is
based on Power6 technology and works with P6 processors with 4.7 GHz. The
performance of the machine is about 2.5 times faster than the DS8300. The
RioG Loop is used exclusively for P6 'Server to Server' communication, while
the disk arrays are controlled via PCIE (Express) cards. This architecture
change gives the machine an optimal back-end connection and higher

back-end bandwidth, which pays off especially when using fast SSDs (Solid

State Disks).

Like the previous systems, the machine is equipped with the new optimized
cache algorithms: SARC ( Simplified Adaptive Replacement Cache) as the
basic algorithm combined with AMP ( Adaptive Multistream Prefetching) to
optimize read operations from the disks to the cache and IWC ( Intelligent
Write Caching) to optimize the write workload. The response time behavior of
the DS8700 should currently far exceed all available disk systems on the

market.

Connected with the DS8700 announcement is an outlook Roadmap until
2013. This roadmap contains functions for optimal use of SSDs by analyzing
the I/ O behavior and dynamic relocation of extents, which are ideal for
storage on SSDs. This new algorithm gives the machine the ability to make
optimal use of storage tiers and to store the data on SSDs, FC disks and

SATA disks according to | / O behavior.

DS8700 Architektur
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IBM XIV Storage

Today, almost every company is affected by the increasing flood of digitally
stored data. According to the IDC study “The Diverse and Exploding Digital
Universe”, the installed storage volume will grow by 600% in the next four
years alone. Storage system administration is already posing considerable
problems for many companies. However, the expected high growth does not
come from the classic data center area, but occurs in the area of
unstructured data. While in classic data center operation, so-called 'scale up'
plate systems take account of the requirements for ever faster response
times (e.g. DS8000 with fast FibreChannel plates and SSDs), there are no
cost-effective 'scale out' systems in the area of data growth, which, despite
growing capacity, offer consistently high performance. Such a requirement
can only be met with an architecture that allows standard components such
as cost-effective SATA disks and PC-based processors to be integrated in
such a way that high reliability and high performance are guaranteed, even if

the system grows capacitively.

The former chief developer of the EMCSymmetrix systems accepted this
new 'scale out' requirement Moshe Yanai

to found the company XIV to develop a new type of storage system that
takes these new aspects into account from the very beginning. XIV was
founded in 2002 and the first systems were already in production in 2005. At
the 12/31/2007 XIV was aquired by IBM. By the end of 2008, more than 100
systems had been in productive use and since October 2008 the second

generation systems have been available as IBM products.

IBM XIV Storage System

The creation of XIV Storage is something special! The first one sees with the
new XIV architecture Disk subsystem socialism The Light of the World! It is
not human, so socialism works perfectly! Whenever the machine has
something to do, be it writing something on the disk, reading from the disk or
reorganizing itself internally, everyone has to work on it. The integrated PCs,
all disk drives without exception, always process the pending workload at the

same time.

2006 - 2010

Z. B. each plate always the same fill level and the same workload. If the
system grows in capacity, more 'workers', i.e. more disk drives, are available
and increase the performance and throughput of the overall system. This is

perfect socialism!

XIV architecture

A key feature of the IBM XIV systems is the high degree of parallelism thanks
to a modular GRID architecture. Unlike traditional systems, there are not only
two controllers that have to process all | / Os, but several independent
modules. These modules consist of standard servers with an optimized Linux
operating system. The high degree of parallelism is now made possible by the
fact that a patented load balancing process distributes all | / Os across all

system components: modules, switches, caches and disks.

XIV standard hardware
An IBM XIV Storage System consists of several modules, each module with
its own CPUs, its own cache memory and its own (local) disks. Some modules

also have FibreChannel and iSCSI interfaces, which are used for
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XIV GRID architecture with distributed memory, caches and CPUs

serve redundant connection of the hosts. These modules are also referred to
as interface modules. Optimized Linux serves as the operating system on the
modules (servers with the latest generation of Intel CPUs), which is, however,
transparent to the user. The modules communicate via two Gigabit Ethernet

switches. The high performance is achieved by the parallelization of all | / Os,

which always extends across all modules.

A fully expanded XIVRack consists of:

* 15 modules with each
- Intel quad-core CPUs
- 8 GB RAM (cache)
- 4x Gigabit Ethernet for internal communication
- 12disk drives (1 TB SATA ll)
e 6 interface modules with a total of
- 24 x 4 GB FC adapter
- 6x 1GB iSCSI adapter
* 2 Gigabit Ethernet switches for internal communication

* 3 uninterruptible power supply units
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When using 1 TB disks, the gross capacity is 15 * 12 * 1 TB = 180 TB. Due to
the high 1/ O parallelism, slower disks with SATAII technology can be used
compared to FibreChannelDisks, without the system performance being
slower than with traditional high-end storage systems with FibreChannelDisks.
The advantage of using the standard components for the modules and the
Intercon nect is that new technology developments can be used quickly and
without new developments. For example, if faster modules in the form of
standard servers or new adapters are available, they can be replaced
immediately. The same applies to the Inter connect switches. Each module is

currently connected via 4Gigabit Ethernet connections.



Data distribution and load balancing

To enable the most granular and even distribution of data and 1 / O
operations possible, the system always distributes each volume created by
the administrator to 16,384 (or a multiple thereof) primary and just as many

secondary partitions, each with a size of 1 MB:

*  The partitions are named after a 'pseudo-random’
Algorithm distributed across all disks (and thus across all modules).
This basically applies to all volumes, which always ensures optimal

performance for all volumes.

« A partition contains either a primary or
secondary copy of the data. Primary and secondary data are always

stored in different modules, i.e. also on different discs.

The distribution process works autonomously and dynamically. Falls z. If, for
example, a disc is removed or is removed from the system, all (primary or
secondary) 1 MB partitions on it are immediately copied or redistributed from
all other discs. As a result, this recovery works extremely quickly. Incidentally,
only partitions that actually contain data are copied. In practice, the data of a
1 TB SATAIIDisk is redundant again within a few minutes. The maximum time
for making a 1TB disc is 30 minutes. It usually takes several hours,
sometimes days, to recover a failed disk from a RAID5 or RAID6 array. In

addition, the perfor

system, because additional XOR operations are necessary when

accessing data from this volume.

Since primary and secondary partitions are always "mirrored" across modules,
even several disks within a module or even a complete module can fail, since
even then an intact data copy is still available in the system. In these cases,
too, the system immediately begins to create the missing copies in the
background, always while maintaining the same distribution and thus even

utilization of all system components.

The module that describes a primary partition for an 10O operation sends the
same data block for the secondary copy to another module in parallel to the
local 10. The 10 operation is only confirmed to the host when both modules
have the data blocks in the cache. The data blocks are written to the

respective local caches in the background.

Comparison to known RAID methods

The data distribution method shown does not correspond to any of the usual
RAID1 to RAID10 mechanisms. In terms of properties, it is most similar to a
RAID 10 method in which the data blocks are striped and mirrored. If you
configured 180 disks in a RAID10 array, the performance of both disk
arrangements would be identical at the start of operation. In practice,

however, this “tie” quickly evaporates:
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*  When expanding capacity or changing volume

Sizes are no longer guaranteed to be equally distributed with RAID

arrays. Manual reworking of the storage and host system (rebuild of

striping efc.) is labor intensive and often does not take place.

Sometimes entire arrays or volumes have to be moved for such

Restoring complete data redundancy. In contrast to RAID5 or RAID6

the data during this time does not require any additional XOR operations.

operations. Even distribution of all | / Os across all system components

Traditional systems require precise knowledge of the architecture These properties mean that the XIV system, despite slower SATAII

and all virtualization layers. This work can often only be carried

out by specialists. Outsourcing such activities to users is not

possible.

As already mentioned, such measures are not necessary (and also not

possible) with XIV systems because the distribution algorithm works

autonomously and dynamically. As soon as the system receives additional

modules, the system begins to redistribute the 1MB partitions in order to

technology, has higher performance and higher availability than classic

high-end RAID systems with fiber channel technology.

Distributed caches

The distributed architecture also provides advantages over DualController

systems in terms of caches. The independent caches are only responsible for

achieve an even distribution across all system resources. Even if modules writing data from the cache to the disks.

or disks are removed, a redistribution begins in order to achieve an even

distribution and
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Distribution of the 1 MB partitions of a volume across all disks in the system.
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methods, however, the recovery works much faster because all the remaining

disks are involved in the necessary IO operations and, moreover, access to

the 12 disks in the modules. This ensures minimal latency and maximum

bandwidth. The full bandwidth of two dedicated PCIX buses is available for




The entire CPU performance of a module is only available for this local

cache, which enables three things:

» Aggressive prefetching of
Data blocks using intelligent algorithms. Very small data blocks in

* the cache. Traditional systems
work with 32 or 64 KB data blocks due to simpler cache
management. The X1V system can work with 4 KB blocks due to the
high local CPU performance, which results in a very efficient cache

usage.

" h

* A cache synchrc jon is not y everyone

Cache is only responsible for its local data or disks.

A distributed cache structure also has advantages with regard to the
availability required for high-end systems: Even if an entire module fails, only
a fifteenth of the cache capacity and performance is lost in a single-rack

system.

All caches are secured by redundant uninterruptible power supply units
(UPS). The system has a total of three such UPS units, which are
permanently located between the public grid and the modules, so that these
short-term failures or voltage peaks are hidden. The system only starts to shut
down in an orderly manner if there is a failure of more than 30 seconds. A
write-through procedure common to other systems in the event of a controller

failure or a power failure is therefore not necessary with XIV.

Storage capacity
As already described, each module has 12 local disks. When using 1 TB

SATAII disks, the gross capacity for a full one-rack system is:

K (gross) = 12 disks * 15 modules * 1 TB = 180 TB

As described in the chapter Data distribution and load balancing, all data is
always distributed across all disks, redundantly. There are no dedicated spare
discs that do nothing in normal operation. Nevertheless, as much capacity
must of course be kept in “reserve” as the disk should be able to fail. For

these reserve purposes
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the 12 disks of a complete module plus three additional ones are taken into
account. The system also requires approx. 3.5 TB for internal purposes. This

results in the following for the net capacity:

K (net) = (15*12-12-3)*1TB/2-3.5TB =79.5TB

If more or less than 15 modules are used, this will reduce or increase

the net capacity accordingly.

XIV functions Thin

Provisioning

With the help of thin provisioning, storage capacities can be used more
effectively. In a traditional system, the storage space allocated for a volume is
allocated immediately and is therefore no longer available to other
applications, even if the storage space is not used at all. In practice, this leads
to very poor utilization. Users want to reserve as much storage space from
the outset as will be necessary in the foreseeable future, because otherwise
manual rework will be necessary later. In contrast, with the XIV system, a
volume can in principle be of any size. If, for example, it is known for a new
application that the data volume will be 10 TB in three years, a volume of the
appropriate size can be created immediately. The actually used storage
space only corresponds to that of the data actually saved. If the physical
storage space of the system (or pools) is eventually exhausted, new modules
can simply be added. The distribution algorithm immediately redistributes the

data and the capacity is expanded. No rework is necessary here either.

Incidentally, this over-provisioning is not valid system-wide, but only within
a storage pool. A pool represents an administrative domain within which

quota management is possible.

What happens if this over-provisioning occurs for many volumes, they grow
over time and the physical capacity limits are reached? As in any storage
system, capacity utilization is monitored. If configurable capacity limits are

exceeded, the administrator is notified (SNMP, SMS or EMail).

101



102

2006 to 2010

If this does not respond, the system starts deleting snapshots when the
workload is critical. The system prioritizes by importance (configurable when
taking snapshots) and by age. If these measures are no longer sufficient, the
system behavior can be configured for two reactions: either all volumes are

locked or set to 'readonly’. In any case, data integrity is preserved.

In practice, thin provisioning improves storage utilization by 20-30%.

Snapshots

XIV systems are equipped with extremely fast and easy-to-use Snapsho
mechanisms. The described distribution algorithm of the data presupposes
that distribution tables contain the information as to which data blocks are
stored on which disks. If a snapshot is now created for a volume or a group of
volumes, only this meta information is saved. This is a pure memory
operation, which always takes about 150 ms, regardless of the size of a
volume (this also applies to deleting snapshots). The storage space used for
a snapshot is also zero at this time. Only when data blocks are changed does
a 'redirectonwrite' ensure that the modified data block is written to another

location.

In practice, XIV snapshots therefore do not lead to any loss in performance.

Up to 16,000 snapshots can be created per system.

Volume copies
Of course, volume copies can also be created. Like snapshots, volume copies
can be used immediately after they are initiated. The physical copying runs in

the background until all data blocks have been copied.

Writable snapshots
A snapshot can be assigned to any host. This is often helpful for further
processing of the data, e.g. B. Creating backups or as a data source for a

DataWarehouse. By default, snapshots
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are only read-only. If necessary, snapshots can also be marked as writeable
with one hand. This is often helpful for tests or other scenarios in which the

data must be accessed in writing.

Snapshots of snapshots

Sometimes it is desirable to have another logical copy of a snapshot. XIV
systems can create multiple copies of a snapshot using the same
mechanism. So a snapshot could e.g. B. be marked as writable, while the

second copy is used for backup.

Consistency groups

For some applications, it is important to create consistent snapshots when
the application uses multiple volumes. This applies e.g. B. to databases if
this stores their log files on separate volumes. In these cases, several
volumes can be grouped into consistency groups. When creating a snapshot,
it is then ensured that the same contains consistent data, ie that the time
stamp of the different volumes is identical. Volumes in a consistency group

must all belong to the same StoragePool.

Automatic snapshot when mirroring is removed

XIV systems automatically create a so-called 'lastcon sistencysnapshot' on the
target system before a mirroring process is removed. The reason for this is to
ensure a consistent state in the event that the source system fails or the
connection is interrupted during the synchronization process. In this case it is
possible that the target system is in an inconsistent state. The automatic
snapshot can then be used to return to a defined, consistent state. These
automatic snapshots have a deletion priority of zero, which means that they

are not automatically deleted if a pool is over-provisioned.

Remote mirroring / disaster recovery
For disaster-resistant installations, it is possible to create distant mirrors on
another XIV system. This can be implemented either via dedicated iSCSI or

FibreChannelPorts.



Two options for synchronous mirroring are currently supported:

Best effort:
If the communication path or the target system fails, work can continue on the
primary system. As soon as the link is available again, the blocks changed

during this time will be re-synchronized.

Mandatory:

If the communication path or the target system fails, write access is no
longer possible on the primary system. This type of implementation
requires special care when planning the entire SAN. All components

(fabrics, links, switches etc.) should be designed redundantly.

Mirrors can be created per volume and multiple target volumes can be

defined.

Hosts connected to a target system can see the volumes, but they are in
‘readonly' mode. If the secondary target system becomes the primary system
in the event of a disaster, the volumes can be written to. The volumes of the
formerly primary system now become secondary volumes and are only

readable for this period.

power consumption
Thanks to the GRID architecture and the described | / O load balancing
mechanisms, discs with high storage density and SATAII technology can be
used even for very high performance requirements. In order to achieve a
corresponding performance, traditional systems have to use FCDisks, which
are not only much more expensive, but above all consume more energy
because firstly they rotate faster and secondly more disks are required for the

same capacity.

A fully expanded XIVRack with 180 disks and a gross capacity of 180 TB has
an energy consumption of 7.7 kW. This corresponds to a consumption of 43
W per TB of data volume. Traditional storage systems with 146GB FC disks
have a consumption of 180-380 W per TB.

2006 - 2010
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Other features of the XIV architecture also help to reduce energy

consumption:

Physical capacity is only "consumed" when the application is actually writing
data, but not when a volume is created. Thin provisioning thus allows
over-provisioning to be carried out, which means up to 30% less unused

capacity.

By evenly distributing the data of a volume across all disks in the system,
there are no unused “remnants” that often arise when different RAID arrays
are configured for different purposes or volumes have to be distributed

across different arrays.

management

The simple management of XIV systems is their great strength. Due to the
described dynamic and autonomous distribution of the data to all volumes,
planning for this is completely eliminated. With traditional systems, extensive
planning and preparatory work is often required to ensure optimal
performance and availability for the various applications. Furthermore, the
settings would have to be adjusted when the system changes, which in turn is
labor-intensive. All of these things are completely eliminated with XIV
systems. The same applies to the placement of snapshots. No special

precautions need to be taken here either.
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User interfaces

There are three ways to manage XIV systems:

A graphical user interface (GUI). This can be operated intuitively, the
complete administration of a XIV system can be learned in a few hours.
Experienced storage administrators often get along without any
preparation. A demo for graphical user interfaces can be found on the XIV

website: http://www.xivstorage.com/demo/GUI_Demo.html

A command line interface (CLI). All administrative tasks can be entered here

from the command line or automated with scripts.

SMIS-compliant storage management tools: Storage tools, such as the

Tivoli Productivity Center, can be used to administer XIV systems.

The era of server-based storage systems and storage virtualization

Statistical data

In addition to the regular administration tasks, statistical data can also be
called up via the user interfaces mentioned. The system saves the
performance data of a year. For example, | / Os per second or throughput
numbers in MB / s can be called up from any time window within the last 12

months and examined more closely. When outputting z. B. be filtered on:

e Interfaces

*  Hosts

*  Volumes

¢ Targets

e Cache hit/ miss rates

*  Read, Write or Read / Write

and much more. Of course, this data can also be exported to other tools

for further processing via the CLI.

XIV V10,0 1300203 - All Interfaces a

View statistical data via the GUI
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Interoperability

XIV systems can be operated on all common open systems that support
iSCSI and / or FibreChannel storage systems. These include e.g. B. AlX,
Solaris, HPUX, Linux and the various Windows variants. Common cluster

solutions also support the XIV support systems.

Release XIV storage system software version 10.2
In November 2009, IBM announced release 10.2 for XIV, which introduced

the following enhancements:

Asynchronous mirroring of XIV volumes and consistency groups and support
for the Thin Provisioning Space Reclamation feature of the Veritas Storage

Foundation.

DS3000 panel entry system

in the February 2007 IBM surprised the market with the announcement of an
entry plate system, the DS3000. Like the DS4000 series, the system is built
by LS| and sold as an IBM logo product. In the beginning, the system was
only available through the IBM System x sales channel. When the first
performance benchmarks showed the respectable performance class in
which the machine is scaled, the system was integrated in all of IBM's

storage sales in April 2007.

The DS3000 family is generally characterized by an excellent
price-performance ratio and offers an extremely affordable entry-level price.

There are three models available.

The DS3200 is characterized by 6 SAS host connections. The DS3300 is
characterized by a maximum of 4 x 1 Gbit Ethernet iSCSI host connections.
The DS3400 is characterized by a maximum of 4 FibreChannelPorts, which
can work at speeds of 4, 2 and 1 Gbps. The plate and backend technology is
SAS in all three models with the possibility of connecting SATA plates.
Initially, only 300GBSAS (Serial Attached SCSI) disks were available with a
maximum expandable capacity of up to 14.4 TB. 750GBSATA disks have also
been integrated since October 2007. The systems are scaled to a maximum
capacity of 35.2 TB. The mixed operation of SAS plates and SATA plates was

ensured.

2006 - 2010

In general, the models are characterized by a low height of only 2U and a
scalability of up to 48 hard drives. Up to 12 hard disks can be accommodated
in the head unit. The controller and thus the entire system can be expanded

using the EXP3000 expansion units (up to 3 additional units).

On the operating system side, the DS3000 family has a smaller portfolio of
connectable operating systems. The Windows, Linux and Novell systems
are offered as standard here. Depending on the model, the machine also
offers the option of connecting VMware, SVC (San Volume Controller) or

AIX.

Rear and front view of the DS3000

Each model has an Ethernet access for management. In addition, the
machine can also be administered via host connectivity. With 512 MB RAM
per controller, there is sufficient memory available for caching. This memory
can be expanded with an additional 512 MB per controller. This results in a

maximum cache size of 2 GB per system.

Despite the "entry system", the DS3000 does not do without redundant
components. The DS3000 also has redundant fans and power supplies in a

single controller variant.

Like the DS4000 Manager, the DS3000 Storage Manager is also intuitive to
use and easy to install. The initial setup of the machine takes place in 6
dialogue-guided steps and should be completed within 45 minutes, ie after

45 minutes at the latest
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first volumes announced to the connected servers. The DS3000

Storage Manager supports RAID levels 0, 1, 3, 5 and 10.

The recovery guru and automatic notifications proactively receive notifications
of possible errors or exceeding of threshold values, even before a crash

situation. The notification takes place via SNMP and / or by email.

in the February 2008 IBM announced for all three DS3000 models

1,000 GB ( 1 TB) SATA disks at. This makes the EntrySystem DS3000 the
first disk system from IBM to use disks with a capacity of 1 TB. With these
disks, each expansion unit can be configured with 12 TB disk space. The
entire system, consisting of a head unit and three expansion units, delivers

one with the 1 TB SATA disks maximum capacity of 48 TB out.
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A new model 32T is available for the DS3300, which has integrated a 48
V-based DC power supply in the controller unit especially for Telco
environments (iISCSI DCPowered Controller). This means that the

DS330032T can be used in telco environments without any problems.

DS5000 disk systems

The August 2008 was all about announcing the new midrange ' Flagship ' DS5000,
that should round off the product portfolio. Taking over the tried-and-tested
hardware design with the interchangeable midplane of the DS4800, the

system has been equipped with several other functions. In the DS5000

family (DS5100 and DS5300), which consists of two products, the host

interface cards (HIC for short) can be modularly exchanged. The user has

the option of connecting via 1 GBIt iISCSI, optionally also via 4 Gbit or 8 Gbit

FC.
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The capacitive scalability has also been increased from 224 disks on the
DS4800 to 448 disks. As a result, the number of DiskBackend channels has

been doubled to sixteen 4GbitFC channels.

When designing the storage controller, attention was once again paid to linear
scalability right down to the last disk. The RAID calculation is carried out via a
separate ASIC. These two features ensure excellent transaction and data
throughput performance. Both are impressively demonstrated by the SPC1

and SPC2 tests (www.storageperformance.org).

An innovation compared to all other midrange products in the IBM portfolio is
a change in the cache protection. While in all previous models the cache was
backed up by a backup battery for up to 72 hours in the event of a power
failure, the cache content in the DS5000 is maintained with the help of

FlashMemory modules
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receive. In this case, the controller itself is operated by a battery in the event
of a power failure until the cache content has been moved to the permanent

memory. Then the DS5000 will shutdown properly.

Dedicated channels are now available for cache mirroring on the DS5000 in
order to be able to use the entire internal bandwidth of the system without

restrictions.

Functionally, the DS5000 has been expanded by RAID6 compared to the
predecessor DS4800. The RAID process used is P + Q RAID6, an industry

standard that was developed together with Intel.
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Conventional plate SSD drive

in the Year 2009 The DS5000 family was then expanded step by step:

Full Disk Encryption Drive (FDE) : This is

to an FC disk that is able to encrypt data on it using a key on the
disks. Encryption is activated using another key held on the storage
system. This ensures that the data cannot be read when an FDE
disk is removed and that the data on it is therefore protected
against unauthorized access. A function that increases data

security, especially when storing personal or customer-related data.

System | connection : System | was also able to over

a VIOS can be connected, but with the announcement in autumn
2009 there was the possibility to connect System I native to a
DS5000. This is a feature that many System | users have been
waiting for. This feature in combination with the simultaneous

possibility of supporting up to 64 GB cache ensures the response

and service time that is so important for System | applications.

2006 - 2010

The era of server-based storage systems and storage virtualization

Solid State Disk Drives (SSD) : Announced in autumn 2009

added the possibility to operate up to 20 SSD drives in a DS5000. In
contrast to a conventional disk (figure), the SSD has no rotating or
moving components. This eliminates the rotational latency, so that a
significant improvement can be achieved in the area of transactions.
The log areas of a database can be viewed here as a typical area of

application. At the time of the announcement, the SSD was available

in the size of 73 GB.

High Density Enclosure EXP5060 : In addition to the 16 plates
expansion unit EXP5000 and EXP810 with the announcement of the
EXP5060 a 60 SATA 4U expansion unit is available. Spread over 5
drawers, this offers a high capacity (60 1TB SATA disks) and very
little space. To ensure the required performance, it is possible for
the EXP5060 to use trunking from several FCBackend channels of
the DS5000 for the first time. The EXP5060 is primarily intended to
address the HPC (high performance computing) and archiving

market.




Announcement DS5020 - the end of the DS4000 era
Mid 2009 The task was to find a successor to the DS4700. At the
announcement date of August 25, 2009, the DS5020 presented.

Like its predecessor, the DS5020, the DS5020 can be expanded up to 112
disks, which are connected via several 4Gbit channels. Standard
FibreChannel, FDE FibreChannel and SATA plates are available as disc
types. All plate types can be operated side by side in the same expansion

unit.

In order to meet the requirements of virtualized environments in particular,
special attention was paid to balanced performance during controller
development. On the one hand, there is excellent transaction performance
that makes maximum expansion seem sensible, and on the other hand, the
system delivers very impressive throughput results. Both values were
documented in corresponding SPC1 and SPC2 tests. The data cache secured

with flash memory can be expanded up to 4 GB.

Another special feature is the possibility to use different protocols in the front

end, i.e. after the server. Here are 4/8 Gbit FibreChannel and also 1 Gbit

iSCSI available. Both protocols can be operated in parallel on one controller

and enable a corresponding 'SAN tiering'.

Like all members of the DS4000 / DS5000 family, the DS5020 supports a

variety of additional functions such as:

»  Storage partitions

*  FlashCopy

e VolumeCopy

*  RemoteVolume Mirroring.

*  Disk Encrypton efc.

Data from existing DS4000 systems can be transferred directly to new
DS5000 systems, e.g. B. by Remote VolumeMirro ring or in some

constellations also by physical migration of the disk groups.

After the announcement of the DS5020, the DS4700 will remain available
until the end of 2009. Then the chapter of the DS4000 storage systems is

closed.

Both announcements (DS5000 and DS5020) accompanied a large number of
solutions to ensure that the integration of the applications and their operating

system platforms was so important for operations.
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Here are some examples: Complete integration into the IBM virtualization solution SVC (SAN Volume
Controller) is also available for the entire system family.
* Integration in VMware vCenter via a plug-in
VSS / VDS support
*  SMI-S integration
Oracle Enterprise Manager Plugin
*  Solution offering for de-duplication solutions (ProtecTier)
TSM FlashCopy Manager
*  Backup integration such as B. with FastBack
Integration into the System Storage Productivity Center

(SSPC)

IBM Midrange Storage Disk Positioning Stand: Oktober 2009

DS5300
* FC, iSCSI Anschlu®

* FC, FDE, SATA, Platten

+ Partitioning, FlashCopy, VolumeCopy, ERM

DS4700 » DS5020, DS4800 » DS5100
* FC, iSCSI Anschlu

* FC, FDE, SATA Platten

* Partitioning, FlashCopy, VolumeCopy, ERM

LY
N,

~ 4
- DS3200, DS3300. DS3400
* FC, SAS, iSCSI Anschlul
» SAS, SATA Platten

= Partitioning, FlashCopy, VolumeCopy /|

SMB/ Entry-level Workgroup
» SAS, iISCS| Anschiuf * iSCSI, FC Anschlufd » FC, iSCSI Anschluld » FC Anschlufd » FC Anschlufd
» DAS/shared DAS/IP SAN | » Shared DAS, small SAN | » Homogene SANs » HeterogeneSANs » System Cluster
» Einfaches Mangement » Einfaches Management | = Mittlere Performance » Hochste Performance » GPFS
+ Snapshot Replikation + Snapshot Replikation Anforderung Anforderung + Maximale Bandbreite
* Flexibele Online * Flexibele Online « Grofle Kapazitats Dichte
Konfiguration Konfiguration
* Lokale/Entfernte Daten * Lokale/Entfernte Daten
Spiegelung Spiegelung
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Virtualization

SAN Volume Controller SVC - Virtualization of disk systems in the SAN environment

The first devices of the SAN Volume Controller SVC were available in
September 2003 and are described in the era of multiplatform systems and
the FibreChannel SAN and NAS. The design of the SVC and the associated
software has been continuously developed over the years and today's
product plan of the SVC provides for many new hardware and software
enhancements over the next few years. It is therefore necessary to better

understand the concept and the SVC itself.

The administration of storage capacities continues to represent a high proportion of IT costs. Virtualized
storage landscapes offer a possible solution in that they can manage storage systems of different types
and manufacturers together and flexibly assign them to the servers. Storage virtualization with the SAN
Volume Controller meets these challenges with a scalable architecture. In recent years, many
companies have put a lot of effort into developing from a decentralized storage landscape with direct
attached storage (DAS) to a central storage solution with a storage area network (SAN). Storage area
networks do not exist across the board, but in many cases they already form the standard. In the
current phase, it is a matter of largely virtualizing both server environments and storage systems. The
currently existing SAN solutions are often quite rigid environments and mostly form individual solutions
for platforms from certain manufacturers and specialist areas. As a result, changes are complex and
usually interrupt the application operation. If an IT operator has installed different storage systems -
possibly from several manufacturers - he needs different administration tools. The hardware-based data
mirroring between storage systems of different designs is also not possible, the same applies to storage
systems from different manufacturers. The currently existing SAN solutions are often quite rigid
environments and mostly form individual solutions for platforms from certain manufacturers and
specialist areas. As a result, changes are complex and usually interrupt the application operation. If an
IT operator has installed different storage systems - possibly from several manufacturers - he needs
different administration tools. The hardware-based data mirroring between storage systems of different
designs is also not possible, the same applies to storage systems from different manufacturers. The
currently existing SAN solutions are often quite rigid environments and mostly form individual solutions
for platforms from certain manufacturers and specialist areas. As a result, changes are complex and
usually interrupt the application operation. If an IT operator has installed different storage systems -
possibly from several manufacturers - he needs different administration tools. The hardware-based data
mirroring between storage systems of different designs is also not possible, the same applies to storage
systems from different manufacturers. If an IT operator has installed different storage systems - possibly

from several manufacturers - he needs different administration tools. The hardware-based data

made poor use of their installed storage capacities. Worldwide customer

surveys have shown that effective use is around 50%. A lot of effort was also

required to replace storage systems as part of business continuity measures,

and the application operation was mostly interrupted for the entire migration

period. The IBM SAN Volume Controller (SVC) makes this much easier by: Migrations

during operation enables.

Storage virtualization with IBM SVC offers the advantage over traditional
storage solutions that Storage space allocated largely independent of the
manufacturer can be. This results in easier administration, since the virtual
user interface can be configured independently of the storage systems
installed. The basic idea is to be able to allocate disk storage quickly and
flexibly wherever there is a need. So far, this has stood in the way of servers
connected to the SAN only having access to the memory areas assigned to
them. A virtualized storage solution like the SVC resolves this rigid pattern,
since the servers here only have access to virtual storage areas. The
SVCSoftware decides according to the corresponding specifications where
the data is physically stored. The solution offers interfaces to all common
operating systems, hardware platforms and storage systems and enables

management via a central console.

Some important hardware functions remain in the storage system and are
independent of the SVC. The systems are set up before connecting to the
SVC as in the past. RAID arrays and then the LUNs (Logical Units) are
formed. This takes place in the course of the installation using the
administration software supplied by the manufacturer. The LUNs defined in
this way are then assigned to the SVC, which converts them into so-called
'Managed Disks' (MD). An MD has a fixed size and can no longer be changed.
Then one or more MDs are grouped into so-called '"Managed Disk Groups'.
For the connected servers, virtual LUNs are defined in the SVC, which the
respective server accesses. The definition also defines which managed disk

group the virtual LUN is assigned to. This determines

mirroring between storage systems of different designs is also not possible, the same applies to storage systems from different manufacturers. If an IT operator has installed different storage systems - possibly from several manu

Administration work is very time-consuming because platform knowledge and
the associated maintenance have to be kept equally varied. Today's storage

continues to be burdensome

2006 - 2010
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Easy data migration

The SVC carries out data migration of LUNs between different storage
systems during ongoing operations. If an application whose data is stored on
a high-performance memory, for example, loses priority for the company - for
example due to high operating costs for the specialist department - its data
can be migrated online to cheaper low-performance memory. This is done by

changing the assignment of a virtual LUN to the Managed Disk Group.

In addition to data migration for storage system exchange, maintenance work
can now also take place during working hours. Memory contents of the
subsystems can be moved to other, free areas of another subsystem during
operation. All data transfers take place under the control of the storage
administrator and must be initiated by him. The SVC does not offer rule-based
data shifts due to access frequencies. This can be done by analysis tools that
are embedded in the IBM Total Storage Productivity Center. It offers complete
SAN management including storage space and access analysis and can
trigger rule-based copying processes in a hierarchical storage system (HSM).

All IBM storage products, as well as tape libraries, can be integrated.

SVC redundancy

The redundant structure of the SVC ensures the highest possible availability
of the storage environment. The Linux cluster solution consists of at least
two IBM System x servers. All critical elements are designed in duplicate,
which largely minimizes the risk of system failures. A Linux kernel runs in
each of the servers belonging to the cluster, which was adapted by IBM to
virtualization needs and cannot be modified externally. Necessary changes
are treated like a firmware update that the customer or a service provider
carries out. The virtualization software runs like this optional copy service

routine under the control of this Linux kernel.
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Overall, the SVC provides one complete appliance solution

that includes hardware, software and management console. Each of the two
IBM System xServers belonging to a so-called node pair is with a 2-processor
system with 2 x 2.4 GHz Intel processors has 8 GB cache and four 4Gbit /
sFibreChannelPorts (2145 8G4). These new processors have been available
since May 2007 and increase the performance from 160,000 | / Os to up to
276,000 | / Os. All administrations can be carried out via the management
console and the necessary analysis data can be read out in the event of an
error. Included are also two components for uninterruptible, battery-backed

power supply (UPS).

The SVC is implemented like other devices that are newly integrated into the
SAN. Adjustments in SAN zoning and the assignment of data paths should
not mean anything new to an experienced SAN administrator. For data
acquisition in the virtual level, the administrator first executes an image mode
with each individual LUN. This means that the previous LUNs of a server are
assigned to the SVC and from there passed on to the respective server as a
virtual LUN. In the next step, these LUNs can be assigned to another
'Managed Disk Group'. As a result, the data is shifted to the MDs assigned to
this group. This is done during operation and is transparent to the respective

server.

SAN Volume Controller SVC: 3 nodes in the cluster



A highlight of the SAN Volume Controller is the SVC cross-location reflections
Hardware-based data mirroring (synchronous or asynchronous) as a typical

high performance. The SVC meets all scaling requirements by expanding a
function for fulfilling business continuity requirements is normally not possible

cluster to up to eight nodes today. If a cluster with a node pair encounters
across manufacturers. The SVC performs data mirroring in the virtualization

performance or capacity limits, an additional node pair can be added during
layer. In a virtualized storage environment, data mirroring is now also possible

operation (up to a maximum of four node pairs per cluster). Each node of the
between systems of different designs and manufacturers. In the event of a

IBM SVC has an 8 GB main memory that is used almost entirely as a cache.
At up to eight nodes per cluster this results in a Cache size up to 64 GB. The disaster, you can quickly switch from primary to secondary storage. This
usually requires intervention by the administrator, which can be supported or

use of the cache in the IBM SVC brings performance advantages over
traditional storage solutions, since all memory access runs against the cache automated by previously created scripts.
of the SVC. As a result, the performance of the connected storage systems

loses importance because a large part of the | / Os are served by the SVC's
upstream cache.

SVC mirroring options

Overall, at the SVC, all mirroring activities between distributed locations
mostly take place via fiber optics. For long distances, SAN routers can be
used, which convert the FC protocol into an IP protocol on one side and back
into an FC protocol on the other side. Alternatively, some manufacturers also
offer DWDM (Dense Wave Division Multiplexing) or CWDM technology

The IBM SAN Volume Controller thus fulfills all performance requirements of
(Coarse Wave Division Multiplexing). With these devices it is possible to

marketable systems. This is underlined by the SPC benchmark test (Storage
bundle various protocols (e.g. IP, FC, FICON, ESCON) to the minimum

Performance Council) of the manufacturer's association of the same name,
number of physical connections (usually dark fiber).

which all providers of storage systems can carry out voluntarily.
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SVC copy functions (FlashCopies)
FlashCopies are suitable for backup support of databases and file systems. A
FlashCopy is executed as a PointinTime Copy and, when activated, creates a

hard drive that is an exact copy of the source hard drive at the start.

With the software release SVC version 4.2, that in May 2007 was made
available, the new function came
Multi Target FlashCopy which allows 16 copies of a hard disk to be

created, ie to map 16 targets from a source.

With the Software release SVC version 4.2.1 from October 2007 IBM
announced the function of the Incremental FlashCopy and the Cascaded
FlashCopy at. Incremental means that an existing FlashCopy can be updated
to the current status. Then only the changes to the original hard disk that have
been made up to that point are copied. Cascaded means that you can also
make additional copies of the copy. This is especially important if you want to
save an incremental FlashCopy before continuing. In total, up to 16 copies of
an original hard disk can be created. Consistency groups are supported in all

modes.

Version SVC Version 4.2.1 also offers the option of CopyService capacities of
256 TB per | / O group
1,024 TB, and now opens up the possibility of a maximum capacity of 8

PetaByte ( previously it was only 2 PB) to map using SVCCluster.

in the May 2008 IBM announces the SVC Release 4.3 with availability in June
2008. Release 4.3 contains many enhancements and new functions, which

are described below.
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Space Efficient Virtual Disk (SEV)
Space Efficient Vdisk is nothing more than "Thin Provisioning” or "Storage

Overallocation”.

Users can create virtual disks that have different real and virtual capacities.
Real capacity defines how much physical capacity is actually used by a
Vdisk. The virtual capacity defines how large the virtual disk appears to the

connected servers.

An SEV differs only minimally from normal discs and can be enlarged or
reduced like a normal disc. Like other NON SEV discs, it is created from any
pool. The conversion between SEV and NON SEV is done via Vdisk
Mirroring. SEVs help to save space from allocated but not used capacity.
The saving potential depends on the operating system environment and the
application (in Windows environments often over 50%). SEVs also improve
the degree of utilization of the physical disks (in addition to the potential
deriving from the pooling concept of the disk and spare capacity). SEV is the

basis for Space Efficient FlashCopy.

Space Efficient FlashCopy (also known as SnapShot)
Space Efficient FlashCopy works like Standard Flash Copy with the difference
that the FlashCopy Target is a Space Efficient Vdisk. This means that only as

much space is allocated for the FlashCopy as is currently required.

Virtual disk mirroring

Vdisk Mirroring can be thought of as an internal LVM (Logical Volume
Manager) in an AIX environment. Vdisk Mirroring represents a new Vdisk
configuration, in which a 'mirrored Vdisk' is written simultaneously on two
different MdiskSets, which are normally on two different disk systems. The

SVC keeps both copies in sync. In the event of failure of a spoke



chersystems has no influence on the availability of a mirrored Vdisk. The
mirror is automatically resynchronized after availability. Mirror copies can be
split and the discs can be in disk groups with different extent sizes. One or
both copies can be Space Efficient. Vdisk Mirroring can be used together

with SVC Copy Services.

SVC clusters are usually set up in a data center. With Vdisk Mirroring it is
possible to build a 'Stretched SVC Cluster' (RPQ required) by distributing the
node pairs to two data centers. The SVC node pairs are connected via

Longwave FC in the switch. Distances of up to 10 km are possible.

FlashCopy Target Volumes increased to 256

There are only two limits to the capacity of FlashCopy: Up to 256 target
volumes can be created from a source volume and the maximum
capacity of all mirror actions must not exceed 1 PB. There are no longer

any restrictions regarding the mixing of copy actions.

Increased scalability of virtual disks
The scalability in the number of virtual disks has been doubled and

increased to 8,192 virtual disks.

SVC Entry Edition

At the same time as Release 4.3, IBM is also making a cost-effective
entry-level solution, the SVC Entry Edition, available. These devices are
based on an x3250 server with an Intel Xeon E3110 3.0 GHz 6 MB L2 cache
dual core processor. Like the current model 8G4, the entry devices have 8 GB
cache and four 4 Gbps FibreChannel connections. The SVC Entry Edition is
about 40% cheaper and achieves about 60% of the throughput and

performance of the 8G4 model.
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IBM SVC Virtual Disk Mirroring

New high-performance SVCs with Solid State Disks (SSDs) with SVC

Release 5.1

in the October 2009 IBM announces the availability of November 2009 SVC
Release 5.1 which, in addition to functional expansions, includes new, more
powerful processor hardware. The new SVC Model 2145 CF8 is based on

the IBM System x3550 M2Server with Intel Core i7 quadcore

2.4 GHz processors and performs almost twice as the predecessor 2145 8G4.
The new machines are equipped with the triple cache size of 24 GB and an | /
O group offers 48 GB as cache memory. This means that four pairs of nodes
in the cluster network result in a cache size of 192 GB. Each SVC node also
offers 8 x 8 Gbps FC ports. This means that in the maximum configuration
with four pairs of nodes in the cluster, 32 x 8 Gbps FCPorts are available. Due
to the faster processors and the tripling of the cache, the SVC gains an
unusually high performance. 120,000-140,000 IOPS are possible per 1/ O
group, i.e. per node, i.e. 480,000-540000 IOPS when fully expanded.

The new SVC engines can with built-in SSDs

(Solid State Disks). Up to four SSDs with a capacity of 146 GB can be built
into one engine, i.e. up to eight SSDs per | / O group and thus an SSD gross
capacity of 1,168 GB per | / O group. Only 600 GB are used because the
majority of the SSDs are mirrored. With a maximum configuration with four

pairs of nodes in the cluster, up to 2.4 TB of usable SSD capacity is available.
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iSCSI support Multiple cluster mirroring allows you to build a triple reflection. Four SVC
The new SVC devices can also be equipped with built-in ethernet ports and clusters form a mirror group. Each disk can be mirrored from any cluster to
thus directly connected to iSCSI. The existing LAN ports of the SVC are another cluster.

used for this.

Installation basis December 2009
If one of the SVC's nodes fails, the corresponding IP address is transferred to By December 2009, over 17,000 SVC nodes had been delivered worldwide.
the other nodes. It is therefore not necessary to install MPIO software for These nodes are in productive use in more than 5,000 SVC systems.

iSCSI on the host.

New function

With Release 5.1 new functions are available to the SVC. Reverse
FlashCopy allows FlashCopy targets to be used as a restore point for the
source without breaking the FlashCopy relationship. Multiple targets and

multiple 'roll back points' are supported.

SVC 5.1 Ausbaumadglichkeiten und Limitierungen

VDisk Mirror:
Hosts: 256 Host-IDs / 10 Gruppe 8192/cluster
512 Hostports / HostID
1024 HostIDs / Cluster Mirror :
~a Multi Cluster Mirroring
1J 8192 Disk Relationsships/Cluster
. — - SVC Cluster 256 Consistency Groups
Virtual Disks: . " 8 Nodes 1024TB /10 Group
max. 8192 / Cluster 4 10 Gruppen
2048 / |10 Gruppe ™a PP Flashcopy:
4 Fabrics
512 / Host 256 Targets/Source
20.000 Host Mappings 4096 Mappings 512/Consistency Group
128 Consistency Groups
1024TB / 10-Group

. . Managed Disk Groups: max 128 groups,
‘ max 128 MDisks per group
|
‘ <« MDisks: max 4096 Disks,
Maxsize per MDisk 2TB

Max. Kapazitat 8PB bei 2048 MB Extend Size

Speichersystem 1 Speichersystem 2

“““m
Controller: 64 WWNNs, 4096 LUNS/WWNN
16 WWNNSs per Controller, 16 WWPN/WWNN
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Backup concepts

Regardless of the implementation, the importance of backing up
business-critical data is undisputed. In addition to the classic three business
factors of people, land and capital, another factor has been imposed in recent
years. The information factor. Information is the lifeline of every company and
IT is there to secure and support the existence and further development of this

lifeline.

A backup is a copy of data in a local or remote location depending on the
implementation. Such a data copy protects against total loss in the event of
human errors, hardware errors, virus infections and total loss of a location. A
well-thought-out backup concept is personal insurance for the continued
ability to work and, in extreme cases, for the continued existence of an

entire company.

Plate technology vs. Tape technology in the backup environment

One disk offers direct access and advantages for single file restore and file
system restore. There is also the option of working with “multiple streams” on
the disk in order to reduce the backup time window. But records also have
disadvantages! They offer no advantage for large file backups or full image
backups (here the tape is usually much faster). Plates cannot be moved, that
is, they cannot be used as moving data carriers. They require electricity and
cost more than tape solutions if the capacities are high. The fundamental
question also arises, which disk types do you use for backup? Should it be
ATA, SATA, FATA, SAS or FC disks? What is the right price-performance

ratio in relation to reliability and security?

Tapes, on the other hand, are sequential 'streaming devices' and today, in
terms of data rate, are usually faster than discs. That is why it is usually
more efficient to save large files or large databases directly onto native
tapes. Tapes are 'on demand', so they scale in terms of performance and
capacity by adding either additional drives or additional cartridges to a tape

library.

2006 - 2010

Tapes are exchangeable data carriers, which means that they can be
outsourced to security rooms or exchanged between different locations.
Tapes do not require electricity once they have been written on and are much
more durable (LTO as ECMA standard up to 30 years). In addition to
rewritable cartridges, WORM tapes (write once read many) are available in
almost all tape technologies, which can be used particularly in the area of

long-term archiving.

What are the alternatives for a secure backup today?

The classic and traditional backup begins with a tape drive connected locally
to the server. If there are several servers, this becomes
maintenance-intensive very quickly and therefore only scales to a limited
extent. The next step would be a central, LAN-based data backup e.g. B. via
TSM and a corresponding backup server, in which disk or tape systems are
connected directly to the server. This means that multiple servers can use a
common tape backup infrastructure (e.g. a tape library). With larger data
volumes, e.g. For example, for DBs, a SAN-based backup is available that
keeps the high data transfer volumes away from the local network (LAN) and

thus realizes advantages in terms of speed and access.

Despite the immense further developments in the field of tapes, shorter and
shorter access times with higher write throughputs and capacities, the data

is still not permanently accessible (online).

This can only be achieved through a disk storage infrastructure. Against the
background of the drop in prices for hard disk drives, especially for the
inexpensive SATA disks (Serial ATA), there are many possibilities. One
possibility is to completely change the backup concept from tape to disk. This
ensures high availability and speed, but it is difficult or impossible to physically
move the data to a remote location (mine, bunker, vault, bank). Depending on
the sensitivity of the data, this is recommended or is partly part of legal
requirements. In addition, there are very high energy costs and additional
migration costs for a pure disco solution, which quickly nullify the advantage

of the supposedly cheap hardware investment. To take advantage of both
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To be able to use technologies, the combination of disk and tape is becoming
increasingly popular for fast, highly available and yet secure backup. This is
known throughout the industry as DisktoDisktoTapeBackup. In this concept,
the disks are used as backup buffers (staging area) in order to keep recent
backups online for a certain time and then to transfer them to tape after a set
period. This also applies to virtualization solutions from Tape: Here tape
drives are emulated on disk, which means that disks appear like a tape drive.
Integrated tape virtualization solutions combine hardware and software into
an easy-to-use virtual tape library (VTL). Only the option of migrating to

physical tapes offers an operational, cost-effective and efficient environment.

When working with a combination of disk and tape gear, the question arises
as to how large the upstream disk system must be in terms of capacity, how
the tape library behind it must be configured and how to implement the
migration from disk to tape in a sensible way! Individual sizings of the existing
environment and the required requirements are necessary for a sensible

solution!

There are VTLs on the market that do not have a tape connection. Of course,
this is not the question! However, such conceptions are strongly discouraged,
as it leads to a technological one-way street, from which you can only get out
with a lot of effort and costs. VTLs without tape connection with very cheap
ATA or SATA disks usually have to be replaced completely after three years
for security reasons to avoid disk failures and data loss. If very large

capacities are affected here, there is usually a real explosion of costs!

When using VTLs and disk buffers, more effective use of the disk buffer can
be saved by de-duplicating processes, which means that a large amount of
disk space that would otherwise be required can be saved because only data
blocks are saved once and duplicates are avoided. The saving is directly
dependent on the de-duplication factor achieved. There are different
de-duplication processes from different providers. The most important
requirement for a de-duplication process is to ensure 100% data integrity in
addition to scalable performance. Only procedures with 100% data integrity

ensure a secure
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Daten Backup ist die ,Lebensversicherung® jedes Unternehmens!
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Welches Konzept ist das Richtige?

Disk to Disk

(oder VTL)

Performance

Sicherheit

TCO/
Green IT

Lifecycle

OnDemand

Disk to Tape |VTL to Tape

Restore option available, because backup is made because of the restore!

The de-duplication factors achieved depend on many factors: which backup
software is in use, how is the backup carried out (e.g. always incrementally
or a full backup every week etc.) and how long should the retention period
be, where the data in Disk buffers remain stored (see also under Data

De-duplication).

Which concept offers the best effectiveness in terms of performance,
security, costs, durability and easy expandability depends on the existing
infrastructure and whether the data is backed up traditionally via LAN or
LANfree via SAN or both. In most cases, combination solutions of disk and
tape are available to use the strengths of both technologies for an effective

backup and restore.
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It is important that DataBackup is safe and reliable and that data recovery is
guaranteed in any case. This applies to unforeseen errors such as B.
Disaster (natural disasters, floods, technical errors, disk crash), but also for
human errors (accidental deletion of data, incorrect editing of files) and

application errors (virus, software errors). So it is

Among other things, it is important that data copies are created at different
locations, on different media and with different tools or software and by
different responsible persons. Snaps in the same unit alone do not offer any

protection, neither do mirroring with the same software!

The demands on the level of security and the recovery time (recovery time
objective) also play a decisive role in the selection of the components and

the backup strategy.
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Virtualization of tape systems

New server-based tape virtualization for System z

At the August 29, 2006 IBM announced a new virtualization solution for the z
/ OS environment. The TS7700 will be available as the successor to the IBM
3494 B10 and B20 Virtual Tape Server at the end of September 2006. This
was particularly necessary because the old units B18, B10 and B20 did not
comply with the RoHS EU directive, which came into force on July 1. The
new TS7700 series for tape virtualization in the mainframe environment
forms one new, long-term basis through a modular and scalable server

architecture. One speaks of one 'Distributed Node Architecture’.

The TS7700 consists of the 3592 FO5 housing, the TS7740 distributed node
architecture with different nodes (see below) that perform the corresponding
functions, including two active 'l / ODrawer', the corresponding FICON
connections to the host, Fiber Channel connections to the plates and Ethernet
connections to the Library Manager, the TS7740 cache controller as a RAID
control unit and corresponding RAID-based disk modules that reflect the TVC

(tape volume cache) as a disk buffer.

RAID arrays with 146 GB disks are used for the disk buffer capacities. The
RAID controller works with 16 integrated disks, a TS7740 cache extension
also contains 16 disks. In addition to the RAID controller, up to three disk
expansion units can be integrated into the housing unit. This means that up
to 64 plates can be installed in the basic unit. The total capacity is 6 TB

(native) and 18 TB (compressed).

Nodes are functional tasks which run as an application on a pSeriesServer
consisting of two DualCore 64 bit, 1.9 GHz processors. The vNode (v stands
for Virtual) provides the host with virtual drives and is responsible for the host
communication. The hNode (h stands for Hierarchical Storage Management)
is responsible for the administration of the logical volumes in the disk buffer.
It also manages the migration from disk to tape and is responsible for the
entire management of the physical tape resources, including the tape
recovery process. The combination of vNode and hNode is called gNode (g

stands for general) and reflek
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the virtualization unit of the system. This structure enables simple future
scaling in terms of capacities and performance by coupling several gNodes or

even just vNodes in the cluster.

The announcement includes a 'SOD' (Statement of Direction) after a cluster
with two gNodes will be available. This ensures increased availability,
increased performance as well as more virtual devices within the cluster and
enables uninterrupted code updates. With later extensions, vNodes and
hNodes can run on different systems and thus scale horizontally within the
cluster. In the future it is conceivable that the vNodes will then perform

different tasks, e.g. B. Virtualization for Open Systems or data archiving.

IBM TS7700 Virtual Tape Server for zSeries



Two clusters can be in one today Dual cluster grid

(or also Multi Cluster Grid) and serve to build appropriate disaster recovery
solutions. The way they work is comparable to the Peer to Peer VTS with the
B10 and B20 models (synchronous and asynchronous mirroring). The newly

announced TS7700 Grid Communication Feature is required for this.

Since August 2007, three clusters can be configured in one grid. The
architecture itself allows up to eight clusters in a grid in the long term and will

be announced in a later announcement.

The difference in mirroring is that the TS7700 uses dedicated Ethernet
connections (IP). The mirroring is carried out with two 1Gbit Ethernet
connections; it is considerably more powerful than Peer to Peer VTS with
FICON. This lowers costs, uses open standards and simplifies the

infrastructure.

In addition to the 6TB disk buffer (18 TB compressed), the unit offers a
maximum throughput of 600 MB / s (peak), almost double that of a 3494B20.
Up to four 4GbitFICON connections are available in this basic unit. The
TS3500 Library (3584 Library) is supported by connecting the IBM 3953
Library Manager Model L05. The unit supported drives in emulation mode of
the 3592 J1A in the TS1120 backend. 'Native' support has also been available
since February 2007. Up to 16 TS1120 physical tape drives can be operated
on one TS7700.

As with the old VTS models, 3490E drives are mapped to the z / OS host.
Functionally, the new unit offers functions that were available on the
3494B20. These are mainly the functions of the APM (Advanced Policy
Management) such as 'Volume Pooling', 'Dual Copy', 'Logical Volume Sizes'
and 'Multiple Reclamation Policies' (description of the functions under
3494B20), which are used in TS7700 as Outboard Policy Management be

designated.
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TS7700 Aufbau

* System pSeries Server
POWERS5 Prozessor (2 Dual Core CPUs)

Zwei I/O Expansion Drawer

)
:)

RAID Disk Controller und drei Disk
Expansion Drawer

Redundante Network Router
Stellen interne Netzwerkverbindungen zum
Library Manager und zur Konfiguration des
Disk Controllers zur Verfligung

10 Drawer
Secondary

10 Drawer
Primary

)

Stellen geschiitztes NAT Interface fir den
Zugriff auf die Dienste des Management
Interfaces, die auf dem Controller laufen,
zur Verflgung

Platz fiir einen zweiten 3957 Controller
und I/O Drawer (Statement of Direction)

IBM 3952 Frame Modell FO5

The TS7740 node emulates many 3490E drives to the host, which are visible
to the host like physically existing drives. The TS7740 is therefore completely
transparent to the operating system, the tape management system and the
catalog entry. The emulated drives are called virtual drives. The TS7700
supports up to 256 virtual drives and up to 100,000 virtual volumes and this
will increase accordingly later through the formation of multi-node clusters.

512 virtual drives are available in a dual cluster grid (mirroring).

The TS7740 cache is written to the available disk buffer (the same is read
from the disk buffer for recalls). If a volume is stored in the disk buffer, it is
referred to as a virtual volume. Using an algorithm called premigration,
copies of the virtual volumes are migrated to the physical tape drives and
written to 3592 physical cartridges, with a time delay. The copy of the virtual
volume that is now stored on a physical cartridge is called a logical volume.
Many logical volumes on a tape cartridge are called 'stacked volumes'. A
stacked volume is therefore a physical cartridge that contains many logical

volumes.

The premigration process makes full use of the drive speeds of the
physical drives. The capacity of the cartridges is also used to the

maximum, because there are many logical volumes on one cartridge
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get saved. If the host is recalled to a logical volume, the recall is served
from the disk buffer as long as the original of the virtual volume is still
available there. If the virtual volume in the disk buffer is no longer available,
the physical cartridge that contains the copy of the logical volume is loaded

into a tape drive.

The requested logical volume is then reloaded into the disk buffer and the

recall is served from the disk buffer.

If the disk buffer space (TS7740 cache) becomes scarce due to a large
write workload, the virtual volumes that were least used (LRU Least
Recently Used Algorithm) are released for overwriting in the disk buffer after

their copy has already been 'premigrated' to tape has been.

The reclamation process of the physical cartridges takes place in the
background from drive to drive without loading the disk buffer. There is no
reloading of the still valid logical volumes on the cartridge into the disk buffer,
but these are written directly from drive to drive on a new cartridge. The old

cassette then automatically goes back into the existing scratch pool.

The TS7700 forms the new basis of a mainframe-creating virtual tape server.
Many new functions, improvements in performance and capacity and larger
configurations are planned for the next few months, which will make the
TS7700 an absolute tape virtualization specialist in the mainframe
environment that cannot be compared to any other solution. This was already
the case with the B10 and B20 models, which were the only systems that had
a connection to the SMS (System Managed Storage) via the APM
functionality as part of the z / OS operating system. The SMS construct
names, such as Data Class, Storage Class and Management Class, as well
as the StorageGroup names including the VolSer assignment are
automatically transferred to the Library Manager Data Base. No other system

on the market offers this.

For the 3494B10 and B20 models as well as for the new TS7700, even
stronger integration into the SMS of the z / OS operating system is planned in

the long term.
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Grid reflections with TS7700 systems

With a multi-cluster grid mirroring, it is necessary to define how each storage
group of each cluster in the grid is to be treated. Setting a policy on the LM
defines the consistency point for each defined site in the subsystem. The
policies become an array of consistency point values, with each element of
the array representing the policy for a particular site. If e.g. For example, if
you want site A to have a copy at the time of unloading and site B to have a

copy later, the array looks like this: site A has RD and site B has RD.

The replication policies can be different on the LMs. The policy settings on
each LM dictate what actions are taken when a volume is mounted on a

virtual disk belonging to that LM. Determine consistency policies the site that
receives the data first (TVC selection), which sites receive a copy of the data

and at what time.

Consistency policies are configured via the management class. Policies
are assigned to a management class name. Policies are set via the ETL

Specialist on the Library Manager.

A new definition is that of "Copy Consistency Points’,
which determines when a target volume on a TS7700 is consistent with the
source volume. Both Consistency Policy Options are set for each site

consistency points. There are three definitions available:

RUN (R) - This site requires a valid copy of the logical volume before Device
End is sent to the RUN command (Rewind Unload) by the host (largely

corresponds to the Immediate Mode with the PtP VTS).

Deferred (D) - this site needs a valid copy later, after the job has ended

(similar to deferred mode for PtP VTS).

No copy (N) - This site should not receive a copy of volumes in this

management class.

This new option enables extremely flexible mirror variants to be

implemented in MultiClusterGrid configurations.



TS7700 extensions 2007

When announcing the TS7700, IBM stated that with four additional releases in
2007, a variety of new functional enhancements would be integrated into the
TS7700 systems that go far beyond the scope of the previous B20 system. A
new release became available every quarter, R1.1 in the 1st, R1.2 in the 2nd,
R1.3 in the 3rd and R1.4 in the 4th quarter of 2007. The available functions
are in AF-based functions (Advanced Functions ) and non-AF-based

functions.

Advanced Functions (AF)
The 'Logical Volume Pooling' functionality enables you to manage logical
volumes individually per number range in different physical cassette pools.

The TS7700 is now multi-client capable.

With Tape Volume Cache Management logical volumes can be assigned to
a cache management preference group. There are two preference groups
available. The preference group controls how the logical volumes are treated
in the disk buffer and influences the retention time of virtual volumes in the
tape volume cache (disk buffer). With Dual Selective Copy can have two

copies of a logical volume in two different

physical cassette pools are created. The TS7700 then saves a duplicate of a

logical volume on a second cassette to protect against a media defect. 'Cross-site

replication’ is used in a grid configuration to create a copy in a second site.

Depending on the setting, this is done on a synchronous or asyn chronical

basis. Unmirrored volumes can also be managed in a grid configuration. ‘Logical

Virtual Volume Sizes' is used to select volume sizes that exceed the
standard volume sizes of 400/800 MB. You can choose between 1,000, 2,000
and 4,000 MB.

Secure data erasure with encryption shredding reflects the return of the
function already known from the VTS for the fully automated 'destruction’ of
databases on empty cartridges (after complaint). This is a brilliant trick when
TS1120 Tape Encryption is used: 'only' the key on the cartridge is deleted, not
the entire tape data structure! At a 3-site grid a TS7700 Grid is expanded so
that up to 3 clusters are available for even better business continuity support

(triple remote mirroring). Now you can have two TS7700 in one 3SiteGrid

eg mirrored locally synchronously and then both systems asynchronously

at a great distance over WAN into a third TS7700.

3-cluster mirror grid

TS7700

TS7700
cluster 2

Ro

D 2nd

TS7700

cluster 0

Ro | R1

D 2nd

cluster 1

Ro | R1

D 2nd

Oand 1

ly over a WAN link on cluster 2

Three-sided TS7700 mirror grid, clusters 0 and 1 are mirrored synchronously and clt
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Copy export ( Standalone systems in R1.3, grid systems in R1.4) allow an
entire copy of the data of a TS7700 to be exported, e.g. B. for disaster
recovery purposes, while the original data remains in the TS7700 and is

available for the production site.

Copy Export is a new TS7700 function to support the transfer of data (on
stacked tapes) to a regional / national security zone for disaster recovery very
purposes. The Dual Selective Copy function can be used to create a copy of
volumes within a TS7700, which is stored in a separate storage pool and thus
separate cartridges. Copy Export then exports a copy of selected data (log.

Volumes), but the primary copy remains in the productive TS7700.

The 'Copy Exported physical volumes' are still managed by the productive
TS7700, ie the volumes are still kept in the TS7700 database. The TS7700
also manages the 'Offsite' Volume Reclamation Process (recycling of the
outsourced cartridges). Information about the exported volumes can be

initiated via a host console request and a BVIR request.

A 'Copy Export Recovery' is carried out by the TS7700 Management
Interface under the Service and Troubleshoot menu or via Userld and
Password with 'rolebased' access. The TS7700 is 'offline' to the hosts during
recovery. The VolSer of the volume from which the database is to be

restored is required.

There is also the customer option to clean up existing data records in a
TS7700 for the copy export recovery process (mfg cleanup). During the
recovery process, the only panel displayed in the management interface is
the status panel for copy export recovery. When the recovery is complete, the
TS7700 can be taken 'online' to the connected hosts again - as soon as the

TCDB and TMS have also been restored.
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Additional functions (non-AF)

Autonomic ownership takeover

Ownership means that every volume in a grid configuration has an owner
(cluster). To 'mount’ a volume on a specific cluster, the cluster must be the
owner. If it is not, the TS7740 requests ownership transfer from the other
cluster site on this cluster site. In the event that the other site does not
respond, the TSSC (Total Storage Service Console) checks what is wrong
with the TS7740 on the other site. If the TS7740 is actually no longer
available, the Autonomic Ownership Takeover is initiated. Ownership transfer

can always be initiated manually.

Tape TS1120 encryption support

The TS7740 supports encryption on the connected TS1120 tape drives (from
Release 1.2). The virtual drives have nothing to do with it. Encryption is
managed by the existing storage pools (up to 32 pools) on the TS7740. The
host uses the existing storage constructs of the storage groups and the
management class to determine which logical volumes go to which pool of
physical 3592 cartridges. If a pool is defined where encryption has to be
used, it is treated accordingly. It can be defined for each pool which 'Public /
Private' key pairs are used to store encrypted keys on the cassette that have

been processed with encryption.

Host console request
This option allows an MVS console operator to perform queries and simple
problem analysis of the TS7700 status without having access to the Web

Interface (MI).

Enhanced Automated Read Only Recovery (in the backend)
This is the return of the function already known in the previous VTS for the
fully automated recovery of error-prone 3592 back-end cartridges, also

using the second copy in a grid system.

Remote Read and Write Pipelining
This function brings significant performance improvements when reading

and writing to the 'remote’ cache of a TS7700 in the grid.



FICON

The previous 128 logical channels per FICON channel, which could become
a bottleneck in very complex configurations with many LPARs on the
System z Site, have been expanded to 256 logical channels. This should no

longer result in configuration bottlenecks.

The TS7700 is a tape virtualization product for the mainframe environment,
for which due to its new architecture both continuous expansions and the
integration of completely new developments are planned in the coming

years.

Dynamic link load balancing

The one in Spring 2008 announced Release 1.4a In addition to functional
extensions, it also offers the option of dynamic link load balancing, which
ensures in a mirror grid that the available channel connections are balanced
with respect to the workload so that a balanced grid performance is
reflected. This essentially affects the runtime differences in the network due
to the different lengths of the grid connections. In order to compensate for
these differences accordingly, an automatic “check” is carried out every 5
minutes, the current load is assessed and new CopyJobs are distributed

according to the available service resources.

TS7700 Library Manager integration

in the Fall 2008 IBM announces the TS7700 Release 1.5 at. One of the main
components of this R1.5 extension is that the functions of the external library
manager have been integrated into the TS7700 itself. This external library
manager was still a holdover of the IBM 3494 Tape Libary and has the task of
managing the logical and physical volume inventory for the host and
managing the associated advanced functions. This was necessary because
the TS3500 tape library is a pure SCSI medium changer tape library. Since
the Library Manager platform was still based on OS / 2, porting 1: 1 to the
TS7700 was out of the question. However, the developers were able to use
another existing IBM product: The IBM eRMM was included in the TS7700

microcode to manage the physical inventory.

TS7720 - new model

This simplification then allows the first appearance of a mainframe virtual
tape system that is purely disk-based; This means that there is no longer
any physical tape or tape library in the backend. This system (the TS7720)

has the same structure and the same com

300km

800km

\‘ TS7700

/V.

Dynamic Link Load Balancing for TS7700 mirror grid configurations
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Components like a TS7740 (even the Ucode is the same) with the exception
of the internal disk buffer. The TS7740's Fiber Channel disk cache in the
TS7720 is equipped with a SATA disk system based on the IBM DS4700.
1TBSATA drives are used which are operated in the machine under RAID6.
Two configurations with 40 TB or 70 TB native capacity are available (usable
cache of 120 TB or 210 TB with 1: 3 compression). The TS7720 offers 2/4
FICON connections, offers 256 virtual drives and manages up to 1 million
logical volumes. With the new model TS7720, grid configurations can be built
up like with the TS7740. The number of virtual drives and the disk buffer

capacities increase accordingly.

Additional functionality of the R1.5 release was the support of the TS1130
(Jaguar Generation 3) tape drives on the TS7740 as well as larger expansion

levels of the internal TS7740 disk buffer up to 14 TB.

New opportunities with TS7700 in the mainframe environment
in the October 2009 IBM announces the TS7700 family
Release 1.6 at. The new release contains many new features that enable grid

computing of TS7700 clusters and the associated new high-availability

4 cluster grid and hybrid grid configurations
The R1.5, published a year earlier, laid the foundations for using the
subsequent lease R1.6 to develop the unique scaling options of a TS7700

environment. This essentially required two important extensions:

* Increase in the maximum number of TS7700 clusters
a grid environment (formerly 3 to 4) Hybrid support of TS7740 and
« TS7720 within one

Grid network

B
NEW TS7700 VIRTUALIZATION
ENGINE 4-WAY GRID

This release forms the basis of backup and storage architectures that were
previously not possible. So 4 location concepts can now be realized or e.g. B.
a 2-location concept, in which each location is now equipped with 2 systems
with high availability even in the event of a fault. A so-called 'hub and spoke'
architecture is also possible, in which 3 systems serve as | / O recording
systems, which then mirror their content together to form a TS7740 as a

disaster recovery system.

TS7740 Cluster

solutions.
TS7700 Vier Cluster Grid Hybrid Konfiguration
| | TS7720 Cluster |
TS7720 Cluster
Drives/Library Drives/Library

TS7740 Cluster
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Very large cache

l

Intermediate cache

l

Tape

These new architectural approaches are made even more interesting by
mixing TS7720 and TS7740 systems (hybrid configurations). This allows z. B.
Costs can be saved because a TS7720 without backend tape is cheaper to
buy. However, the more important aspect is the 2-dimensional scalability,
which allows scaling in the direction of higher | / OP performance
requirements or satisfying the requirement for larger internal TS7700 caches -
inexpensively. So z. For example, a customer who already operates a TS7740
2ClusterGrid solution and needs more throughput in the front end can simply
expand the grid by adding 2 x TS7720 (in the sense of intelligent | / OvNodes
with their own cache). Using the known methods, the data can then either be
replicated to the other TS7720 or directly to the remote TS7740. With a
2-copy strategy, the possible throughput can be increased by approx. 75%.
Without these new options, a completely new, second TS77402 cluster grid
system with backend tape would otherwise have to be purchased and

administered.

The second scaling option of a hybrid solution is that the larger internal disk
storage of the TS7720 can serve as a larger but cheaper cache (SATA) of

the TS7700 GridSystem.

It has its charm! So now z. B. three TS7720 can be connected with a
TS7740 including tape connection. The TS7740 therefore has a huge
upstream plate buffer. With three TS7720s, this would be up to 3 x 70 TB,
i.e. up to 210 TB native, compressed up to 630 TB (3: 1) of upstream usable

disk buffer capacity.
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To optimize administration and performance in hybrids and multiple cluster

environments, two important functions have been integrated in R1.6.

The ' Cluster family function " allows the operator to tell the TS7700 systems
in which geographic positions they are in relation to each other. This enables
the replication paths to be optimized. So z. For example, in a 4-cluster grid
environment in 2 locations, first make a copy between the locations and only
then within the locations make a copy of the respective system within the
family. This procedure saves the line capacity of the replication route

between the locations.

The new function has been implemented so that the disk memories of the
TS7720 clusters do not overflow in a hybrid TS7700 environment 'Automatic
Volume Removal Policy ' introduced. It automatically ensures that the oldest
logical volume of a TS7720 is removed from the cache (if a copy exists on
another TS7740 system) and thus new space is released when required.

This intelligent management allows the disk buffers of the TS7720 to appear
as an additional cache in a hybrid grid environment and make optimal use of
them in order to keep even larger amounts of data in immediate access, and

relieves the backend of recalls from the tape.

Existing 2 or 3wayGrids can be expanded to a 4wayGrid with availability in
December 2009. The merging of two 2way grids into one 4way grid is to be

supported from 2010.

TS7700 Logical WORM Support

With regard to functional enhancements, release R1.6 provides logical
WORM support. This function makes it possible to manage the logical
volumes as WORM media on the corresponding applications on the host.
The host sees the TS7700 as a logical WORM 'compliant' library. Host
software extensions support the management of logical WORM volumes via
the DataClass constructs. Support is available for both TS7720 and
TS7740. Volumes that have already been written cannot be converted into

logical WORM volumes!
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New server-based tape virtualization for open systems

IBM launched the virtualization solution back in October 2005 TS7510 A
virtual tape library for the Open Systems area is available, which, however,
differs only slightly in functionality from the other virtual tape libraries on the

market.

in the April 2007 IBM announced the new one Virtual tape library TS7520
(VTL) as the successor to the previous TS7510. In addition to higher capacity
and performance, the TS7520 offers a completely new range of functions that
has been integrated into the machine specifically for the requirements in the
OpenSystem environment. Before the new TS7520 product is described in
detail, it is important that Trend regarding VTLs in open systems To

illuminate the environment.

After hard disks have become cheaper in recent years, especially due to the
introduction of new technologies such as SATA, disk-based backup solutions
are increasingly being propagated. Many market observers and customers
often compare disk solutions with old tape technologies and thus find
advantages in disk solutions such as faster backup and restore or more
stable and reliable operation than with older tape technologies. But the
reliability with pure disk solutions did not want to adjust as many wanted!
Especially when using the inexpensive SATAL drives there are always disk

drive errors up to data loss, even under RAID protection.

Tape is an independent medium and offers the advantages of very fast
reading and writing of large amounts of data, long storage security and also
does not require any electricity ( Tape is 'cool'). In addition, tape can also be
used as a removable data medium. Disk is also an independent medium and
offers the advantage of quick direct access with short response times and the
possibility of parallelism. Optimal tailor-made solutions are therefore available

in the combination of both technologies.
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Nowadays, disk backup solutions are mainly used as disk buffers for
high-capacity and fast tape drives. Backup data is stored on these disk
systems for a short time (one to several days) and migrated or copied to tape
promptly or later. Disk backup systems are also used to optimize the restore
process, but only useful where disks have advantages over tape, i.e. for small

files and file systems, but not for databases or image backups.

Due to the climate change, the related discussion about the reduction of CO 2 ( GreenlT)

and the increasing energy costs, disk backup systems should only be used
with care and only where it is really necessary or where disk offers real
advantages over tape. This is especially true for small and medium-sized
companies. Disk backup systems entice with supposedly low costs, but tend
to have electricity and climate costs that are significantly higher than the
investment costs over a period of six years. In addition, there are costs for

data migration that arise due to the short life cycle of disk units.

In addition to the long-standing possibility that TSM (Tivoli Storage

Manager) so that a LANBackup on a disk buffer is running and the migration
to tape takes place later, IBM now also offers a new VTL (Virtual Tape

Library) in the form of the product TS7520 at. The main advantage of the
TS7520 is in the LANfree area, because many LANfree clients can back up
directly to the TS7520 without the need for many physical tape drives (a
LANfree Client always requires a direct tape drive, be it physical or virtual!). In
principle, the TS7520 provides the disk buffer and emulation software that

emulates tape drives. However, the data is written directly to the disk buffer.



The migration from the TS7520 disk buffer to tape can be carried out by the
backup software (e.g. TSM) or directly - but with corresponding

performance restrictions - by the TS7520 itself.

First of all, VTLs are nothing more than DiskBackup solutions. However, VTLs
present themselves as tape libraries with tape drives. Thus, VTLs offer
advantages if the backup application does not support a native DiskBackup or

the license costs for such a DiskBackup are too high.

VTLs can also be used sensibly where there are many slow LANfree
backups, because otherwise the tape drives required can be saved.
However, VTLs are usually also integrated solutions that keep users free of
any administrative tasks that would otherwise be necessary with native disk

systems.

IBM Virtual Tape Library TS7520 for open system environments
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A major advantage of VTL systems is the ability to compress the data and
thus make better use of the disk capacity. In most cases, however, the
performance of the systems drops when compression is used. Another
advantage is that the data can be migrated or copied directly from the VTL to

tape and this happens transparently for the BackupServer.

The IBM Tape Virtualization Engine TS7520 provides one integrated
solution of hardware and software provides band virtualization for
OpenSystemsServer via physical FibreChannel (FC) and iSCSI connections.
By System x-based servers (1-4) tape drives are emulated. The TS7520
emulation supports the LTO2, LTO3 and LTO4 drive formats as well as the
'High End' technologies 3592 and TS1120. The Disk buffer

is reflected by 500GB and / or 750GBSATA disks. The plates are in one slot
as RAIDS array

pictured. The 16 disks in the slot reflect a 6 + P and a 7 + P RAID5 array (P =
parity disk) as well as a hot spare disk, which acts as a rebuild disk for both

arrays in the event of a fault. The capacities can with

500 GB disks up to 884 TB and with 750 GB disks up to 1.3 PB ( native
capacities). The smallest capacitive entry size starts at 6.5 TB. Depending
on the type of plate, extensions can be made in 6.5TB steps or 9.75TB

steps.

The TS7520 offers one unique performance,

by enabling up to 4,800 MB / s throughput (4,800 MB / s when reading from
the disk buffer and up to

4,500 MB / s when writing to the disk buffer). In terms of both performance

and capacitance, there is currently no other VTL system on the market that

offers these possibilities.

The TS7520 can be configured so that up to four servers can be 'clustered'.
Up to 512 virtual libraries, up to 4,096 virtual tape drives and up to 256,000
virtual cartridges are emulated. Up to 32 FC connections based on 4Gbit
Fiber Channel can be configured for the hosts. Up to 16 FC connections, also

based on 4GbitFibre, are available for the tape connection.
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In addition to the high flexibility, performance and capacity, the TS7520
offers a range of functions that no other VTL on the market currently

outperforms. This functionality will be discussed in detail later.

With a maximum configuration of the TS7520, up to 12 housing units needed.

The entry-level version is the TS7520 Limited Edition to disposal. This
affordable entry-level option is available for entry-level configurations with a
virtualization engine (CV6) and only one disk controller (SV6) and supports
disk capacities of up to 29.25 TB (maximum). The limited edition does not
contain the full range of functions as standard. Tape caching is e.g. B. a

chargeable feature.

It is important to note that even with small configurations, two plate controllers

(SV6) are always used due to safety and performance requirements

(Enterprise Edition). Both the disk controllers and the virtualization engines

(CV6) are connected to each other via an integrated SAN based on

4GbitFibreChannel. This highly redundant structure is also evident in the

power supply. Each housing unit is equipped with two power supplies.

The IBM TS7520 was developed as a complete appliance and all individual

components were coordinated. The complete system was tested with all

The Enterprise Edition supports every type of TS7520 configuration up

to maximum expansion and offers tape caching as standard.

functions and subjected to extensive performance measurements.
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For IT operators, the IBM TS7520 presents itself as one or more 'virtual' tape
libraries and you do not have to worry about the connection or configuration of
the disk storage system. The IBM TS7520 VTL is to be regarded as a single
unit and the support is carried out accordingly, i.e. no individual components,
but always the entire appliance are viewed and serviced (e.g. for firmware
updates). This means that only one support team takes care of the IBM
TS7520. A central point takes customer inquiries. A preliminary analysis of the
problem by the customer, as is the case with implementations that were put

together from individual components, is not necessary.

With up to 48 x 4 Gbit FC connections the IBM TS7520 offers the highest

number of connectivity options.

EndtoEnd4GbitSupport means that the machine realizes a balanced
performance for the front end, disk cache and tape backend in its entire
connection to the hosts as well as to the disk and tape backend. Up to 256
physical backend tape drives (IBM TS1120 J1A / E05 Drives and / or LTO2,
LTO3 and LTO4 Drives) and up to 32 physical backend tape libraries (IBM
TS3500 Library, IBM TS3310 Library, IBM TS3200 Library, IBM 3582 Library,
IBM 3583 Library and IBM 3494 Library) supported.

While some other VTL providers charge extra license costs for the number of
emulated libraries, drives and volumes, the TS7520 always includes

everything.

The IBM TS7520 offers an independent call home functionality to the IBM
service team. Comparable VTLs only offer an 'email' call home functionality,

so that errors are only reported internally, without notifying the manufacturer.

As a major unique selling point, the IBM TS7520 is the only VTL system on
the market to offer one Multipath device driver for FC failover and load
balancing. The machine can be easily integrated into a DualFabric. All VTLs
available on the market offer DualFabricSupport, but only the IBM TS7520
also offers failover and load balancing. This is guaranteed by the multipath

driver.
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Without a multipath device driver, the individual virtual tape drives can be
laboriously and manually distributed via the front-end FCPorts of the VTL,
but load balancing cannot be achieved because the backup application, e.g.
B. TSM, receives no information from the distribution of the virtual tape
drives over several FC ports. All backup applications distribute the workload
to the available tape drives according to 'round robin' and / or 'last recently
used' algorithms. However, in connection with VTLs, this means that
individual FC links are overloaded and at the same time some links are

without load.

Especially that Load balancing is extremely important for a balanced and
high performance with VTLs. Load balancing has long been a standard
function in disk systems. This is not the case with VTLs that are actually a
DiskSystem or offer DiskBackup, although most VTLs offer several FCPorts

in the frontend. The IBM Multipath Device Driver for tapes, the workload
distributes the available FC links, so that the individual links are one balanced

workload distribution

to have. In addition, the IBM Multipath Device Driver enables automatic

failover if a link or a fabric fails or is only offline for maintenance work.

Specific Disk caching algorithms accelerate the recall of tape when the
logical volume is no longer in the disk buffer. If VTLs are used, the backup
software writes the individual files to a disk buffer. In case of migration from
disk to tape, the logical volume is saved in a 1: 1 copy on a cartridge. In the
event of a restore of a single file that is no longer in the disk buffer, many
VTLs have to reload the entire logical volume into the disk buffer in order to
serve the HostRequest from there. Depending on the emulated cassette
(remember: an LTO4 cassette with a capacity of 800 GB), this can take a
long time, often up to two hours or more! The Caching algorithm of the
TS7520 works much smarter in such cases! Instead of reloading the entire
logical volume into the disk buffer, the file to be restored is read directly from
tape (without reloading) and made available to the host. This saves valuable

time during restore activities.
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There is the option of multiple TS7520 VTLs Mirror asynchronously via IP
connections. After the 'demount’ of a cassette, at a certain time or at intervals,
a copy of the logical volume is transferred to another TS7520 via IP. Before
the copied volumes created can be accessed, these volumes must be
released by an administrative intervention so that they can be actively worked

with. IP replication cannot be done concurrently with tape caching.

TS7530 - new model

in the May 2008 IBM announces the more powerful IBM Tape Virtualization
Engine TS7530 which corresponds to the functional scope of the TS7520,
but in addition to higher performance also offers the possibility of RAID6

and the use of 1TTBSATA disks and a configuration level of up to

1.7 PB (petabyte) allowed. The smallest capacitive entry size starts at 6.5
TB. Depending on the type of plate, extensions can be made in 6.5 TB

steps, in 9.75 TB steps and in 13 TB steps.

The TS7520 and TS7530 support the Encryption options for backend tape
drives ( TS1120 or LTO4). With this HWEncryption, which is integrated in
these drives, no performance impairments are to be expected. For tape drives
that do not use encryption technology, the TS7520 also offers the option of
encrypting the data using software encryption methods before it is written to

the physical tape.

In addition to FC connections, the TS7520 also enables iSCSI connections

when customers use or want to use iSCSI.

About the functionality of the Hosted backups it is possible to install the
backup software directly on the TS7520. However, this is only recommended

if the backup server does not have too high performance requirements.

in the July 2009 IBM withdraws all models of the TS7500 family from
Marketing. One of the main reasons is likely to be the lack of data
de-duplication. Through the acquisition of Diligent in April 2008 and the rapid
implementation of this technology in IBM hardware, IBM relies on the

ProtecTIER VTL, which is a unique data de
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Duplication method offers and thus requires significantly less physical disk
space to map the same capacity (see under IBM ProtecTIER VTL with

Hyperfactor).

Data de-duplication

DeDuplication became an often discussed topic in 2007. DeDuplication is nothing

new. It is a mathematical algorithm, the block performs bit comparisons. The
only goal is to avoid duplicates. There are many different approaches and
procedural options. Such procedures can be established in the operating
system. An example of this is the z / OS with the Hyper PAV function. Such
methods are also possible via software tools, such as B. Analysis Tools, ILM,
TPC or Common Store or using comparison algorithms in SW and HW.
Today's de-duplication processes are mainly used when backing up to virtual
tape libraries (VTLs) because most of the duplicates are created during

backup and archiving.

IBM launched the first professional de-duplication process back in 2006 for
the product IBM Common Store a. Common Store makes these comparisons
for email archiving on a mail basis and / or attachment basis and ensures that
an email and / or an attachment is only archived once. DeDuplication is a
feature of Common Store and is only available in conjunction with the IBM

Content Manager as a backend repository.

The DeDuplication approach is particularly popular with friends Virtual tape
libraries (VTLs). The mathematical comparison algorithm runs on the VTL
and carries out bit-block comparisons. The savings in disk space can easily
reach a factor of 10 - 20. Different approaches are available: via software, via
microcode with hardware or a combination of software and hardware. A basic
distinction is made between two methods. At the Inline process the
comparisons are carried out before the BitBlock is saved on disk. This poses
the problem of scalability and performance. If too many TB are processed with
DeDuplication, the VTLs quickly decrease in performance because the
computer only executes the DeDup algorithm. The general recommendation

of the providers is not to process more than 15 - 20 TB with DeDup. The other



To better understand de-duplication, let's look at the following simple example:

Our second file to be saved is shown in the form of a locomotive (1):

Our file to be saved is the house shown here (1). It is broken down into its components (2). It
consists of red cubes, green cylinders and blue roofs. De-duplication now saves each

component only once. The three b

ding blocks are ied by

ly instr

on how to rebuild the house and how many building blocks are required for each element (3).

Process is that Post-processing process, the algorithm taking place
downstream. You write the blocks on disk first without DeDup and then carry

out the comparisons. Additional storage space is then required.

DeDuplication processes are used today by Companies IBM (Diligent), EMC >

Here we find the same components that were included in the first file: the red cube, the
green cylinder and the blue roof. Another additional element is added, the yellow wheel. All
panied by (2). Since the red cube, the
green cylinder and the blue roof have already been saved, we only have to save the yellow

four

blv it
ly instr

are

wheel and the assembly instructions (3). For both files, the ‘house' and the ‘locomotive’,

only four P and two were saved. The critical thing about

blv i
ly instr

this pr lure is: If are lost, there is no p ibility of r uction!

ly instr

to develop a powerful and highly scalable algorithm that can be integrated into
both hardware and software solutions. In autumn 2008, a de-duplication
process will be integrated as a post-processing process in the backup
software TSM (Tivoli Storage Manager) and will be available with TSM

Release 6.1.

( Data Domain), Quantum, FalconStor, Sepaton and Network appliance offereth April 2008, IBM acquired the Israeli company Diligent to use DILIGENT

DeDuplication is also available for the IBM Nseries in the form of the ASIS

(Advanced Single Instance Storage) function.

IBM has been dealing with data de-duplication for several years. The 'Bit
Block Mathematics' project was launched in January 2004 in the IBM
Almaden laboratory in California. The group consisted of microcode

specialists and mathematicians. The goal was
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technology called ProtecTIER to address the challenges of data growth and
the desire for longer disk-based data storage within data backup.
ProtecTIER is a software solution that has won awards for the enterprise
market and has been tried and tested for five years, and which combines the
technologies of virtual tape library (VTL) and data de-duplication (DDD). The

DDD engine within the ProtecTIERVTL solution is called Hyper factor.
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IBM data de-duplication with ProtecTIER and Hyperfactor

After the takeover of Diligent, IBM established a product plan to implement
the ProtectVTL solution with Hyperfactor in suitable IBM hardware products.
Already in August 2008 the gateway solutions, i.e. x-series-based servers,
were announced, the disk systems, which serve as backup repositories, are
connected upstream and work with the ProtecTIER and Hyperfactor
algorithm. In February 2009, IBM announced the corresponding solutions as
appliances and in July 2009 announced the direct replication option for the

gate ways.

HyperFactor as data de-duplication is a mathematical algorithm that filters out
blocks that have already been saved using variable BitBlock comparisons so
that they are not saved twice. Hyperfactor therefore avoids storing duplicates.
The saving is directly dependent on the de-duplication factor achieved, which
can go up to a factor of 25. The highest de-duplication factors are achieved
especially with backup processes that contain many full backups and have a
relatively long retention period. With TSM, the factors are much smaller
because TSM already works on an 'incremental' basis and only writes the

changes made in the backup.

The era of server-based storage systems and storage virtualization

ProtecTIER Gateway TS7650G

After the ProtecTier gateway is installed between the servers and the disk
systems on which the backup is to be made, the hyperfactor algorithms are
used to filter out redundant data. This requires an index that can be used to
determine which data blocks are already stored in the repository, ie on the
disk systems. The algorithm analyzes the incoming data stream and uses the
index to identify similarities (agnostic method). If no similarities are found, the
corresponding block is saved directly in the repository. If there are similarities,
the corresponding blocks are read in by the repository and compared with the
new data. The identical data is filtered out and only the remaining difference is
saved again in the repository. This method ensures 100% data integrity. The
index has a fixed size of 4 GB and is kept permanently in the main memory of

the gateway (xSeries).

The ratio of stored data to the index (ratio of repository to index) reflects the
efficiency of the index. The number of 250,000: 1 in the hyperfactor process
means that ProtecTier with a fixed memory index of 4 GB manages 250,000

times, ie 1 petabyte of data

RAID 10

Hyper Factor Index (2 Kopien)
Virtual Volume Files (alle)
Library Konfigurationsdaten
Storage Management Daten

RAID 5

Backup Application User Daten

Repository

—/
Metada
ata Metadata Metadata

User data

Storage on the ProtecTIER repository

2006 - 2010



can. The de-duplication factor has not yet been taken into account. If the
factor achieved were 25, 25 PetaByte of data could be managed. This is the
great advantage of this solution, because the managed capacities can be
scaled to this high dimension without loss of performance (in comparison:
hash-based methods usually only achieve a ratio of about 400: 1. This means
that the requirement for the main memory size in the If the computer is
significantly higher and the index can no longer be kept completely in the main
memory after a certain amount of data, the performance immediately drops in.
The Protect solution is therefore much better suited for very high capacities
and high performance compared to hash-based methods a real 'enterprise’

solution).

The ProtecTier repository contains both the backup data and the associated
metadata. The meta data contains 2 copies of the Hyperfactor Index, all
virtual volume files, the configuration data of the virtual libraries and storage

management data (pointer tables, reference counter etc.).

The data blocks themselves are stored in the RAID5 repository, while the

metadata is saved based on RAID10, i.e. twice, for security reasons.

The repository can be kept on a single RAID array or distributed over many
RAID arrays. LUNs that are used for the ProtecTier repository must not come
from an array group that is used by other applications. It is recommended
that a LUN be created for the repository so that it covers the entire RAID

group.

IBM Hyperfactor can lead to 25: 1 data reduction and scales down to 1 PB
native disk capacity. If a de-duplication factor of 25: 1 is reached, 25 PB of
data can be managed with a native 1PB disk capacity. The gateway is
available as a single note gateway or in a cluster configuration with two

nodes. The performance in a cluster configuration is up to

1,000 MB / s, but is directly dependent on the underlying disk
infrastructure and disk type (FC disks or SATA, FATA disks).
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Hyperfactor's high performance comes from the fact that the algorithm works
on a dynamic block basis and identified small blocks that are smaller than 8
KB are not considered and are immediately saved as 'new' in the repository. If
one were to treat these small blocks as the large blocks, scalability in this high

performance class would not be possible.

ProtecTier uses virtual LTO drives (LTO3) as tape drive emulation. In
addition to LTO, DLT (DLT7000) emulation is also possible. Up to 256 virtual
drives per node and 512 drives per cluster are supported. A cluster
configuration can map up to 16 virtual libraries and emulate up to 500,000

virtual cartridges.

The HyperfactorDeDuplication process is currently the only one on the
market 100% data integrity for sure. All current IBM disk systems are
supported in the backend, i.e. behind the gateway. IBM non systems from

HDS, EMC and HP can also be operated.

ProtecTIER new processors for the TS7650G gateway

In the first quarter of 2009, IBM introduced new processors for the TS7650G
gateways. The x3850 M2 MT7233 processor is used. This is a 4 x 6 core
processor with 2.6 GHz and 32 GB RAM with two integrated RAID1-operated
146 GB SAS disk drives, 2 Emulex Dual Port FC adapters for the host
connection and two Qlogic Dual Port FC HBAs for connecting the Backend
Plate Repositories. Dual port Gigabit Ethernet adapters are available for
replication. The new processor increases gateway performance by
approximately 30%. This is made possible by the 4 x 6 core processor, which

can now process 24 data streams simultaneously with de-duplication.

TS7650G disk backend as repository

In the back end of the TS7650G gateway, the IBM disk systems DS3400, the
DS4000 and DS5000 models, the DS8000, XIV Storage, SVC and Nseries
are supported. The non-IBM disk systems HDS AMS1000, EMC CX and HP

EVA can also be operated.
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ProtecTIER replication

The gateway solution has had the option of IP-based replication since
September 2009 (availability). This means that virtual tapes can be copied
directly to another location in order to avoid the need for physical tape
transports. Since only the changed blocks are transferred during replication,
the required bandwidth of the IP connections is limited. The requirement for a
third, 'secure' copy has existed in many IT environments for a long time, but
so far this has not been technically possible because the corresponding line
capacities were not available or were not affordable. Nothing stands in the
way of this now and such concepts can be implemented without the need for

huge transmission bandwidths.

Two EthernetlP ports are available for each node. Older systems can be
retrofitted with a second Ethernet card. The special feature of this replication
function is the automatic failover and failback. If the primary page fails, the
disaster / recovery page can be made 'primary"' at the push of a button and
operation continues. When the primary page is available again, a failback is

performed and the data is replicated back to the primary page.

The era of server-based storage systems and storage virtualization

The replication can be operated policy-based. The replication can be carried
out continuously and immediately (immediate mode). However, replication
can also be carried out in a planned time window (replication window). The
policies can administer both individual cartridges and a pool of many
cartridges. There are two operating modes: The VisibilityControl mode
imports or exports the cassettes, which are controlled via the backup
application (CheckOut). Cassettes that are exported are replicated in the
TargetVTL. In BasicDR mode (disaster recovery), replication runs
continuously and transparently with the backup application, and the cartridges

are available on both the primary and remote sides.

Multipathing and control path failover

The TS7650G gateway and the TS7650 appliances together with the
TS7500 family are currently the only VTL systems on the market to offer a
multipath device driver for FC failover and load balancing. This means that
the VTL solutions can be operated redundantly in SAN fabric infrastructures.
If adapters, paths or entire SAN switches fail, operation continues
uninterrupted because the 'commands' for the virtual library and drives can
be automatically transferred via the remaining adapters, paths and SANS

switches (control path failover and data path failover).

TS7650 Appliances

Grofte Kapaztat
Mittlere Perdormance
Grofens Kapazitit

Skalierbar
Eingtiegskisung

Klging Kapaztat l

Bis zu 250 MB/sec
18 TB nuizbar

Sralieroa™

Bis zu 500 MBisec
36 TB nutzbar

Bis zu 100 MB/sec
T TB nutzbar

IBM ProtecTIER VTL Losungen mit Daten-De-Duplizierung

Griisate Kapaziiten
oo Parormance Hohe Pardormance  Hocherigbarkeit
! GroBe Kapazita
Grilite Kapazitit Flexibler Storage -
Hohe Verfigbarkeit
Hohe Parformancs

ot

TS7650G Gateways

Héchste Performanca

Active-Active Cluster

Bis zu 1000 MB/sec
Single Node 4 PR TB nutshar
Bis au 500 MBVsec
Aotive-Aetive Cluster 1 PB TB nutzbar
Bis zu 500 MBsac
36 TB nutzhar
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In addition, the data path failover offers load balancing on the redundant
paths from the server to the virtual drives. This enables an even utilization of

the physical FibreChannelLinks and the FCPorts.

ProtecTIER TS7650 appliances
In addition to the gateway solution, appliance solutions in the sense

of 'allinone’ are also available.

With the Appliances IBM primarily addresses medium-sized customers,
who now also have the opportunity to cost-effectively establish an

enterprise solution for DeDupVTLs.

IBM has checked the HyperfactorDeDuplication algorithm according to all the
rules of the art to ensure that 100% data integrity is actually guaranteed.
External companies and 'hackers' were also commissioned for this. No
vulnerabilities could be found. It can therefore be assumed that IBM data
de-duplication will adapt over time to the entire IBM storage portfolio and all
operating system platforms. ProtecTier is already planned for the main frame

environment (System z) in 2010.

751130 tape drive' Enterprise'- great

2006 - 2010

IBM TS1130 tape drive ' Enterprise - Great - the

breakthrough in tape technology

in the July 2008 IBM announces the new tape drive with availability in
September 2008 TS1130 and thus leads one

new technology base for tape development!

The technological highlight of the TS1130 drive is reflected in the new read
/ write elements. For the first time, a tape drive technology is used in

addition to the inductive write heads as a read head GMR read head

(Giant Magneto Resistance). Everyone was talking about GMR in 2007 when
Peter Grlinberg and Albert Fert were awarded the Nobel Prize in Physics for
discovering the GMR effect. Without this discovery, the high capacity of hard
drives would not have been possible. The implementation of this effect into a
product was made possible by the IBM researcher Stuart Parkin, who needed
seven years to do this and in late 1997 integrated the first GMR reading head
into a disk drive. Now this technology is also finding its way into the tape

sector!

GMR read heads are able to smallest stray fields of bits read out and at a
speed that is not possible with any other technology. It is thanks to the GMR
head that the TS1130 'High speed search '- speed from previously 10 m /s
(for TS1120) to an incredible 12.4 m /s, i.e. from 36 km /hto 45 km/h. In
high-speed search, the tape marks on the tape are read out during
fast-forwarding and this is now much faster with the GMR head, so that the

access speed to a file to be read out is considerably increased.

In addition to the highlights that the previous TS1120 technology had
integrated, many additional facilities have been improved to ensure even

greater availability and reliability.

The previous TS1120 drives are also based on the new TS1130 drives upgradable,
which will please every TS1120 user. The media, i.e. the cassettes, remain

the same, ie no media change.
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3592 cassettes Tape length Cassette type Gene. 1 3592 Gene. 2 TS1120 Gene. 3 TS1130
Yy 200 m Read Write 60 GB 100 GB 128 GB
YES 609 m Read Write 300 GB 500 GB 640 GB
JB 825m Read Write 700 GB 1,000 GB
JR 200 m WORM 60 GB 100 GB 128 GB
JW 609 m WORM 300 GB 500 GB 640 GB
JX 825m WORM 700 GB 1,000 GB

IBM 3592 tape cartridge formats

The TS1130 drive currently operates at the highest data rate (160 MB / s
native) and only needs one hour to back up compressed data (2.3: 1) with up
to 1,296 GB. The maximum capacity per cassette is 1 terabyte (JB and JX
cassettes). 1,152 tracks are recorded on the cassette (288 per data tape x 4

= 1,152 tracks).

Tape formats and compatibility

The 1st generation of 3592J1A drives wrote in the Gen1 format 300 GB on
the JAKassette and 60 GB on the JJ cassette. The second drive generation
TS1120 (3592E05) writes in the Gen2 format 500 GB on the JAKassette and
100 GB on the JJ cassette. The TS1120 drive can also write in Gen1 format
300 GB on the JA and 60 GB on the JJ cartridge. Since the availability of the
JB cartridge, the TS1120 drive in Gen2 format has written 700 GB to the JB

cartridge.

The third drive generation TS1130 (3592E06 / EU6) writes 1,000 GB in Gen3
format and 700 GB in Gen2 format on the JB cartridge; 640 GB in Gen3
format and 500 GB in Gen2 format on the JA cassette and 128 GB in Gen3

format and 100 GB in Gen2 format on the JJ cassette.

2006 - 2010

The format factor of the drive and the cartridges enables the drive to be used
in the IBM 3494 and IBM TS3500, TS3400 tape libraries or in standalone
rack solutions. Company-wide connection options are available:
FibreChannel 4 Gb / s via switched fabric with two ports for
OpenSystemsServer and FICON or ESCON support (2 Gb) via A60 u J70
and (4 Gb) via CO06 for servers with zOS.

As with the predecessor TS1120, the ability to write to IBM 3592 cartridges in
such a way that only the instance that knows and has the associated

encryption key can read them again.

With the throughput / capacity features and the fast winding and FastSearch
times, the IBM TS1130 drive is unique in the market. A backup window can
be reduced to 80% by using TS1130 drives with the same number of drives

(e.g. compared to Generation 1).



The drive is equipped with two control processors. This leads to enormous
performance and reliability. In order to be able to use the enormous
throughput of 160 MB / s, the TS1130 drives are equipped with two 4GbitFC
interfaces. With the 3592 drives, IBM was already able to claim the world
record in terms of winding speed ('High Speed Search' of 8 m/ s.). With the
new TS1130 drives, IBM surpasses its own record and winds at 12.4 m/ s.
This corresponds to 45 km / hour - breathtaking for a tape drive! Without

GMR technology that could never have been achieved!

The buffer memory has been doubled to 1 GB compared to its predecessor
(TS1120). This achieves a significant increase in performance with regard to
virtual backhitch, since the drive remains 'streaming' for a longer time. A
SkipSync feature was introduced to optimize the processing of large files,
which results in an up to 80% performance improvement for these worloads.
Despite the higher capacitive use of the cartridges (up to 1 TB), the TS1130

drives is much faster in all areas than its predecessor.

Overview of IBM 3592 / TS1120 / TS1130 drive specifications

Drive feature IBM 3592 IBM TS1120 IBM TS1130

Max. Cassette capacity 300 GB 700 GB 1,000 GB

Data rate (native) 40MB/s 104 MB /s 160 MB /s

System z connection 2 Gb FICON / ESCON 4 Gb FICON / ESCON 4 Gb FICON / ESCON

Open system connection 2 Gbps FibreChannel

4 Gbps FibreChannel 4 Gbps FibreChannel

Virtual backhitch Yes Yes Yes (extended)
Buffer memory 128 MB 512 MB 1GB
Speed matching 6 speeds 6 speeds 6 speeds
Load thread times 16 seconds 13 seconds 13 seconds
Average access time including loading

60 seconds 47 seconds 38 seconds
Encryption No Yes (no extra charge) Yes (no extra charge)
Power consumption 42 watts 42 watts 46 watts
Standby 27 watts 27 watts 17 watts

2006 - 2010
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Virtualization of tape libraries

TS3500 (3584) library virtualization with ALMS (Advanced

Library Management System)

The TS3500 with ALMS (Advanced Tape Library Management System) offers
unique functionality. ALMS has been available for the TS3500 since April

2006, but was only really used in 2007. The physical library is virtualized with

The hosts, i.e. the backup applications, see virtual drives and virtual cassette
slots completely transparently as if they were physically present. ALMS
moves a virtual layer between the library hardware and the hosts, which
allows hardware expansions to be carried out during operation, logical
partitions to be reconfigured, reduced and enlarged, whether it concerns the
drives or the slots. ALMS is a unique functionality that is only available with

the TS3500 Library. ALMS offers four important functionalities for the TS3500

ALMS, ie the hardware is decoupled from the hosts. Virtual drives and virtual Library.

cassette slots are displayed for the hosts. This enables unprecedented

flexibility because logical partitions as logical libraries can be dynamically

changed during operation, i.e. reduced or enlarged.
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1.) Dynamic partitioning
With ALMS partitions can be created or changed during operation. The
physical position in the library is no longer relevant. This applies to cartridges

and drive bays.

2.) Drive sharing
With ALMS drives can be assigned to different backup servers and brought

online for the backup server that needs them.

3.) Virtual 1/ O
ALMS offers a larger logical | / OStation. The 'Virtual | / O function enables
the backup server to display a virtual | / O station of up to 255 slots. This

simplifies cassette management when checking in and out.

4.) Overall location / underallocation

With ALMS a flexible representation of the library size is possible and thus
over and underallocation. Overalloca tion reduces the administration effort for
a library extension. Underallocation saves license costs, e.g. B. in the Legato

environment.

TS3500 Library Hardware Extensions 2007

In addition to the Virtual | / O option of the ALMS, there has been June
2006 the possibility of using DFrames additional physical | / O stations to
provide. Up to four | / O stations, each with up to 16 | / O slots, can be

integrated in a DFrame door.

The TS3500 supports three DFrames equipped in this way within the library.
Together with the | / O station in the LFrame with 32 | / OSlots, three
DFrames with up to 64 | / OSlots, the TS3500 offers the possibility 224
physical cartridges to be stored in the library as 'bulk’ or to be removed

from the library as 'bulk'.

Stand for the TS3500 flexible model conversions to disposal. So old frames
such as B. L22 and D22 with TS1120 drives can be converted into the new
L23 and D23 frames. The same applies to the old LTO frames L52 and D52,

which can be converted into the new LTO frames L53 and D53.

2006 - 2010

TS3500 Library 4 1/ O Station D-Frame

With the new frames, TS1120 frames (L23, D23) can now be converted into
LTO frames (L53, D53). The new LTO frames (L53, D53) can also be
converted into new TS1120 frames (L23, D23). The TS3500 thus offers a
very flexible option for converting existing frames to newly desired target

frames.

The TS3500 Library offers with the functionality of the Data gatherings the
possibility to get information about the different things that happen in the

library.

The Drive statistics contains information about the last mounts of each
drive (not possible with LTO1), the

Port statistical contains FibreChannelPort information of the last mounts
(not possible with LTO1) that Mount history

shows the mount statistics of the last 100 cartridges that have been
de-mounted and the Library Statistics provides information about the
effective utilization of the logical libraries, ie it becomes clear whether some
logical libraries are used above average. This allows the partitions to be
changed to improve library performance. This is only possible with the new

frames. In addition, a lot of information like Residency Max Time

(maximum mount time of a cassette), Residency Avg Time
(average mount time of a cassette), Total mounts

(Number of total mounts), Mounts Max Time
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(Maximum times of mounts), Mounts Avg Time ( By cutting times of the

mounts), Ejects Total ( Number of cassette issues), Ejects Max Time ( Maximul :

times of cassette issues), Ejects Avg Time ( Average times of cassette
output) and Total inputs ( Number of cassette inserts that are fed to the

library via the | / OStation) in the last hour.

IBM TS3500 Library - New Extensions and HD (High Density) Technology

in the July and August 2008 IBM announces massive enhancements to

the TS3500 (3584) high end library.

With the on July 15, 2008 announced new Release 8A

the TS3500 tape library supports the new TS1130 drives. Mixed operation
with the previous drives is also guaranteed. ALMS (Advanced Library
Management System) is a prerequisite for using the new TS1130 drives. In
addition to supporting the TS1130 drives, the new Release 8A offers the
option of SSL functionality (Secure Socket Layer). This ensures that when
the library is administrated via the web, no one else can “hack in between”
and thus guarantees absolute administration security. With regard to

standardization, IPv6 support was also made available (an important

requirement in the USA) and the standardized SMI interface was integrated.

A new tool is that TSR, the 'Tape System Reporter'. This allows it with
Windows based systems (ie
e.g. To get and collect current status queries from the library (even over a

longer period). All updates and innovations are available via a microcode

update.

Now stand for all Sx4 housing units LEDs available as lighting (picture on the

right). This means that an observer can see more precisely what the robot
and the cassettes are doing, and can visually follow the operation in the
library. It is interesting that this requirement was made by many TS3500

users!

With the on 8/26/08 announced new Release 8B
are completely new, so-called High Density (HD) frames, available that

allow over three times the amount of physical cartridges in a frame

2006 - 2010

IBM TS3500 - fastest tape archive on the market

to store. The new S24 frame is used for the 3592 cassettes and the new S54
frame for the LTO cassettes. ALMS (Advanced Library Management System)
and a new gripper are required to operate the new frames in the TS3500
Library. The cassettes are placed in a row in several rows of slots. If the
gripper, which has been adapted to this new handling, grabs a cassette from
the front row, the cassettes behind it slide forward by one slot and vice versa!
An ingenious and IBM patented construction to accommodate many

cassettes in the smallest space and to ensure full automation.
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In the S24 frame for 3592 cassettes (1/2 inch), which are slightly larger than
LTO cassettes, 5 tier levels have been established, ie on the back of the
frame there are 3 additional rows of slots behind each slot row. An S24 frame
can store up to 1,000 cassettes. There are even 6 tier levels available for the
smaller LTO cassettes, which means that 4 additional rows of slots are
located behind each row of slots on the back. An S54 frame can therefore

store up to 1,320 cassettes.

'

IBM TS3500 - HD frame S54 for LTO cartridges

784N

The hardware in the form of HD frames is one thing, but now it is
important to manage these HD frames effectively. New functions are

available for the TS3500 Library.

Here is the example of the S54 frame (see illustration) with up to 5 animal
levels HD slot management described. All tiers and thus all HD slots are
completely transparent to the hosts. Three key elements are responsible for
HD slot management. The function Floating home cell optimizes the cassette

allocation in the slots of tier levels 0 and 1.

2006 - 2010

In addition, the tier O slots are considered Cartridge cache treated, ie all
cassettes that are in Tier O slots are subjected to an LRUCaching algorithm
(Least Recently Used). If the cassettes are not used for a longer period of
time (compared to other cassettes of tier 0), they are moved from tier 0 to
slots of tier 1. If they are not used there in comparison to other tier 1
cassettes, they are moved to tier 2 slots. Depending on the filling level of the
HD slots, this goes into the last tier. Cartridge caching ensures that
cartridges that are frequently required are always in the robot's direct access,

i.e. in tier levels 0 and 1.

If several HD frames are now in operation within a library, the function
ensures Tier load balancing to ensure that all HD slots of the cassette fill
level are used evenly across all HD frames (balanced slot utilization across all
HD frames). This ensures that the cassettes are located in the slots of the
smaller animal levels as far as possible and that all HD frames are evenly

optimized with regard to their animal use.

Over a SCSI command option The cartridge caching algorithm can be
bypassed for certain Kas. The option allows you to always store selected
cartridges in the cache, i.e. in tier 0 or not. The command controls the
targeted prestaging and destaging of selected cartridges in and out of the

cache (tier 0).

For the new HD frames, there is a “ Capacity on demand “Option (CoD)
available. By default, the new S24 and S54 frames are delivered so that 3
vertical rows of animals are activated. Tier 0 on the front and the first two
Tiers 1 and 2 on the back of the frame. With this activation, an S24 Frames

can use 600 slots and an S54 Frames 660 slots.

With an 'On Demand' activation, the slots that have not yet been used can be
activated, ie tiers 3 and 4 are activated with the S24 frame and tiers 3, 4 and
5 with the S54 frame. With this activation, all slots in the frame can be
activated be used and thus the maximum number of cassettes and thus the

highest capacity can be mapped.
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Model conversions of the new frames, i.e. the conversion from S24 to S54 or
from S54 to S24, have been available since then

February 20, 2009 available.

Mount times HD frames
The robot mount times were determined for the HD frames in a 6 frame
configuration of the TS3500 under production conditions at a customer (see

graphic 'Robot mount times HD frames").

Tier "Mount” Zeiten
{Sekunden)
0 (Cache) 5.83
1 6.69
2 8.78
3 19.69
4 20.81

Robot mount times HD frames

Access to cassettes in tier 0 is the fastest because the robot's gripper is
oriented in its home position towards tier 0. Access to Tier 1 is 760 ms slower,

as the gripper now has to turn 180 degrees to point towards Tier 1.

Tier 2 tapes require an additional 2 seconds. These occur because the robot
must first remove the cassette in tier 1. Then the cassette in tier 2 slides
forward into tier 1. The robot then picks up this cassette with its second
gripper (dual gripper standard). The large time span is between tier 2 and 3.
The 10.9 seconds come about because the robot first has to remove the tier 1
and 2 cartridges and move them to another location. This is done in one
operation due to the two grippers. In the meantime, the cassettes from tier 3
and 4 have slid into tier 1 and 2. The robot can then pick it up there in a

second action.
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Tape library virtualization with the Enterprise Removable Media

Manager (eRMM, iRMM)

The Enterprise Removable Media Manager forms a virtualization layer
between data backup applications and the tape library hardware. By
decoupling data backup applications and tape library hardware, the greatest
possible flexibility and scalability of the tape library infrastructure is achieved
and the range of functions of libraries with SCSI media changers such as. B.

IBM TS3500, supplemented by expanded media management. eRMM (since

August 2007 as a program package iRMM - integrated Removable Media
Manager - available) offers the more efficient use of drives and libraries
through dynamic sharing and pooling of the tape drives. It allows central
management of tapes and tape drives, that are used by different
applications, thus offering the greatest possible flexibility and scalability of the
tape library infrastructure. The result is shorter backup runtimes thanks to
flexible tape device assignment and significant resource savings in the tape

library infrastructure.

In modern environments with storage networks, servers and tape libraries are
connected to one another via a storage network. This means that the
technical requirements for the efficient sharing of tape resources between
different backups and archiving servers are only met to a limited extent. There
is no abstraction layer for tapes, which is comparable to a volume manager
(SAN volume controller) or a file system (SAN file system). This means that
tape resources can only be shared to a very limited extent by several
applications. The backup applications usually require exclusive access to
some of the resources. Until now there was no centralized management of
tape resources, which enable the prerequisite for cross-application sharing.
With eRMM (iRMM), IBM makes a solution available that exactly meets this
requirement. This program product was developed in the IBM location in
Mainz. iRMM is now also an integral part of the TS7700 Virtual Tape Server
systems in a modified form and replaces the library manager previously

required in System z environments.



TS3400 Mini-Library with TS1120 drives for and open
TS3400 mini library for high-end tape technology

in the February 2007 IBM announced a small library TS3400

that works like the large TS3500 with the TS1120 and TS1130 high-end
drives. The library was specially designed as an entry-level solution for the
TS1120 high-end tape drives (Jaguar technology). This small library can be
operated both in the OpenSystems environment and in the mainframe
environment (via the TS1120 FICON controller since August 2007). The
TS3400 offers a native capacity of 12.6 TB (TS1120) and 18 TB (TS1130).

Can in the TS3400 1 to 2 TS1120 and TS1130 FC tape drives with 4GB /
sDualPortFibreChannel connections. All cartridges processed by a TS1120
and TS1130 drive can be used (100, 500 and 700GB cartridges with TS1120
and 128, 640 and 1,000GB cartridges with TS1130). The library supports both
rewritable and WORM cartridges and offers direct encryption and encryption
key management support, an encryption technology that was made available
for the TS1120 drives in autumn 2006 and is also integrated into the TS1130
drives. The library has 2 removable interchangeable cassette magazines.
Each magazine can hold up to 9 cassettes. The lower magazine can be
configured so that 3 slots in the magazine serve as | / OStation. The upper

magazine can be configured with two cleaning cassette slots.

The TS3400 offers a partitioning of up to 2 logical libraries. Each logical library
contains a drive and a magazine and can work in SequentialMode
(Autoloader) or RandomMode (Library). The TS3400 is via the local operator

panel or remotely via a web GUI admi
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nistrier and manageable. The library can be operated 'Stand Alone' or 'Rack
Mounted' (5U). The storage capacity is up to 12.6 TB (up to 37.8 TB with 3: 1
compression) when using the 700 GB cartridges and up to 18 TB when using

the 1,000 GB cartridges (up to 54 TB with 3: 1 compression).

The TS3400 is a highly redundant library and is equipped with redundant
power supply, 'hot swappable' drives and power supplies, a double power
connector as well as control path and data path failover options. The library
can be connected to IBM systems i, p, x and zLinux as well as to z/ OS via
TS1120 controller. In addition to the IBM systems, the operating system

platforms from HP, Sun and Microsoft Windows are supported.

This enables IBM to operate large TS3500 libraries with TS1120 and TS1130
drives in a central data center, while branch offices can work with the same
technology in the form of a mini library. This enables data media to be
exchanged in the form of 3592 cartridges between the data center and
branch offices. In order to guarantee the highest security aspects, the
TS1120 and TS1130 drives offer the possibility to write to the cartridges in

encrypted form (see also under Tape Encryption).

With the availability of the TS3400, the IBM Library portfolio expands in
such a way that small to very large solutions with TS1120 and TS1130

technology as well as LTO technology are possible.

TS2900 autoloader with HD technology (High Density)

IBM announces in August 2008 ( together with the HDFrame announcement of
the TS3500) a new entry-level library solution

TS2900 offers capacities from 3.6 TB to 7.2 TB (native) and can be equipped
with a half-height LTO3 drive or a half-height LTO4 drive. The older LTO

technologies LTO1 and LTO2 are not supported in this entry-level solution.

The new autoloader has been available for the entry level since September
2008. It is only 1U high and therefore looks almost like a thin “pizza slice”.
Because of this low overall height, only half-high LTO drives can be
integrated. The TS2900 can be used with an HH LTO 4 SAS or an HH LTO 3
SAS drive
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configure and offers space for up to nine LTO cassettes, which are made
available to the autoloader in an interchangeable magazine. One slot of the
magazine serves as an | / OStation. Despite the small size, the autoloader

offers considerable capacity. With LTO4 you can achieve up to

14.4 TB (with 2: 1 compression). This small MiniLibrary offers direct access

to every cassette and can be administered via the web.

The TS2900 MiniLibrary is an ingenious construction in the smallest space,
because in the construction of 1U height a half-high LTO3 or LTO4 drive has
been accommodated, a gripper system that has direct access to all nine
cartridges in the magazine, power supply, all electronics including the blower
as well a removable magazine with ten cassette spaces, of which only nine

can be filled with cassettes.

It is only possible to accommodate nine cassettes at this low height and to

have them directly accessible to the gripper

through the new patented HD technology (high density)

from IBM possible.

The magazine that can be removed is equipped with this HD technology. It
actually holds ten cassettes, always two in five adjacent rows of two
cassettes each and may only be equipped with nine cassettes - this means
that a storage space in the magazine is always free and is used as a 'Cartride

Caching'Slot.

On the left in the picture is the gripper system, which moves back and forth in
the front on the right. If you have to access a cassette that is stored in one of
the five slots at the back, the robot takes out the first cassette and places it in
the slot where there is only one cassette! The cassette behind it automatically
slides into place and is then picked up by the robot in a second step and then
brought to the drive that is located on the far right of the magazine. This
means that the gripper is always able to bring each cartridge to the drive on
request. It is simply fascinating how ideas can be used to implement

completely new things!

The graphic below shows an overview of IBM's complete library offering in
2009/2010, from the Mini Library TS2900 to the High End Library TS3500.

TS2900 and TS3400 are IBM proprietary developments and are made by

IBM Tape Automation
Uberblick 2009 / 2010

Library TS2800 TS3100 TS3200 TS3400 TS330 TS3500
LTO3 36TB BATB 17.6 TB bis 158 TB bis BPB
LTO 4 T27B 17.6TB 35.2TB bis 316 TB bis 16 PB
T81120 12.6TEB dber 10 PB
TS1130 18.0TE dber 15 PB

Kapazitatsangaben sind

“native” ohne Kompression
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produced by NEC as an OEM product for IBM. The entry-level solutions
TS3100 and TS3200 come from BDT and are sold as IBM logo products. As
a midrange library for LTO drives, IBM has the TS3310 in its portfolio, a
library that is built by Quantum / Adic and sold by OEM as an IBM logo
product. Quan tum itself sells this library as the Scalar 500i itself. The
difference in the product is that the IBM TS3310 supports end-to-end path
failover. In the high-end area, IBM uses the TS3500, which IBM itself
produces and constantly develops. The TS3500 is currently the fastest library
on the market and offers many unique features and advantages over

comparable libraries.

File Virtualization and File Area Networks (FAN)

Global Parallel File System (GPFS) and Scale Out File Services (SOFS)

In November 2007, using proven IBM modules such as GPFS, BladeCenter
and Storage, IBM presented a highly scalable and high-performance file
system with integrated ILM functionalities. The system is able to grow linearly
with the requirements for storage space and throughput, and in addition to
extremely high availability, it is easy to administer. In spring 2010 the IBM PLC
solution will be used as the successor to SOFS. SPSC stands for Smart

Private Storage Cloud.

IBM SPSC - Smart Private Storage Cloud (formerly SOFS Scale Out File

Services) solution overview

The IBM PLC solution was developed to provide simple and high-performance
unstructured data in customer environments and to eliminate known
bottlenecks (administration, growth, throughput, e.g. in web applications) in

current network-attached storage solutions - NAS for short.

Proven IBM hardware components - IBM Blade Center with IBM Storage -

serve as the basis for the IBM PLC solution

2006 - 2010

Products - and the IBM General Parallel File System - GPFS for short, which
has been used very successfully in high-performance computing
environments since 1996. IBM GPFS provides a stable grid platform with

proven scaling options and integrated high availability functions.

Through expansions with proven modules (Redhat Linux, Samba), SPSC has
a highly modern and an open system platform. This grid-based solution
concept provides a stable scale-out platform for future storage requirements.
By focusing the PLC development on optimized management and reduced
complexity requirements, IBM already integrates many functionalities into the
SPSC standard and supports them with processes. These functionalities
include trend analysis, data migration processes and information lifecycle

management processes.

Just like the management functionalities such as monitoring, administration
and operation integrated in the IBM PLC solution, interfaces allow simple
integration into IT monitoring and guarantee low administration costs. To
increase backup / restore times, IBM Tivoli Storage Manager - TSM for short -
was integrated into the solution. Using the SPSC mechanisms significantly

reduces the scan times, and the same applies to the restore.

IBM SPSC offers:

* aglobal namespace for all directories
(File virtualization)

* simple management and administration

*  High availability mechanisms of a cluster with grid
Mechanisms

« dynamic expansion / reduction without operational
break

* integrated information lifecycle functionalities with aut ti

automated rules at file level, in combination with TSM HSM an
integration down to tape flexible coupling of application servers
* through CIFS,
NFS, GPFS Cross Cluster Mount very large storage volumes in one
* system (> 10 peta-
Byte)

* integrated data migration mechanisms
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Solution components

In the picture 'PLCC solution components' the schematic structure of the
solution is shown in a complete overview. The modules HSM, TSM are
options that can be integrated into the solution on request. The PLCC solution

always consists of IBM components and extensions of GNU components.

IBM solution components:

*  IBM hardware (BladeCenter, Storage)

*  IBM software (GPFS, TSM, HSM, SPSC license material)
including subscription

*  Additional software - Redhat Linux, CIFS, Samba ..
including subscription, if necessary IBM

* implementation service

SPSC Lésungskomponenten

¢ Microsoh Active Directory oder )
“. LDAP for Zugrtiskontrede

| Liuee / Ui cints |'hhma¢|m
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NFS
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IBM GPFS =

TSM Backup
M T'.F.IpE.'

L Enterprise Linux ‘g
IBM xServer —
|BM Storage —
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IBM server and storage hardware

A system is put together for every requirement based on IBM HW modules.
The configuration is determined from the required performance (throughput
requirements, memory requirements, availability and expansion
requirements). By using the IBM SAN Volume Controller there is the option to
integrate existing disk systems from other manufacturers (investment

protection) and to take advantage of block virtualization.

IBM software

GPFS builds and provides the runtime environment of the solution.
Optionally, the solution can be expanded with TSM and / or with efficient
backup and recovery mechanisms and / or hierarchical storage

management.
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Data Center
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IBM Implementation Service
With the IBM Implementation Service, the PLC solution is integrated into

existing IT environments:

*  Configuration and connection planning
* Installation of all IBM HW and SW components
*  Representing the installation of the open source products
+  Commissioning of the SPSC and support at
Integration into the IT infrastructure Transfer of the SPSC solution to
*  the operating team

e« Dc tation of the impl tation

P

. Project management

IBM Basis Support Service

The service includes solution-oriented support with a central call entry for all
questions and problems with the PLC solution. This support structure
includes the problem solving of the open source components and ensures

maximum solution availability.

«  Central customer care center for error messages

Provision of information on error corrections,
Program corrections for known errors Updates of the
*  SPSC code and the associated

documentation
*  Providing support for the current and that

previous release of the SPSC code

IBM Premium Service (includes basic support service)

The Premium Service extends the basic support by taking on basic
operating tasks such as level monitoring, change and active problem solving
and maintenance of the system with software updates, optimizations and

technical administration of the solution.




The IBM SPSC Premium Service provides operational services based on 7

days x 24 hours and includes the following activities of IBM:

*  Central customer care center for all customer inquiries

*  Regular monitoring of the solution and active operation
rating

*  Provision of patches / updates and import into the
SPSC environment after consultation with the customer Solution

*  support for problems (problem owner
ship including the integration of necessary functions,
e.g. B. HW maintenance)

*  Regular support for operational optimization and
use

*  IBM project manager for all operational inquiries

*  Regular status report (usage parameters,
Utilization, throughput)

4 Optimization of the SPSC solution based on the operational
experience

*  Planning changes (introducing new customer projects
performance parameters)

« Strategic development of the solution for planned

Projects

SPSC standard functionalities
SPSC provides a scalable platform for all file service requirements. Due to

the very modular

The PLCC solution easily adapts to the needs and requirements. In most
cases, changes to the configuration and system components can be made

online.

Global namespace for all directories
By using the GPFS file system, SPSC enables the representation of a

transparent file system within the solution (file system virtualization).

This approach allows data to be stored in different storage classes without
changing their representation to the user. It is irrelevant whether this is a PLC

cluster or several PLC clusters are connected together.

High availability mechanisms of a grid
A PLC cluster can consist of up to 26 blades with an additional quorum
server. The Quorum Server allows an automated switchover in the event of

failure / unavailability of a cluster part.

The basis for this is the splitting of a PLCC cluster into two BladeCenters in
two data centers (<20 km away). In this cluster structure, all nodes are active
and serve incoming requests. In the event of a data center failure, the

remaining part of the cluster takes over
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Total amount of requests and receives the service for the user. These

mechanisms are also used when mirroring the file systems.

Mirror mechanisms at the file system level
When mirroring files to increase data security, mirroring can be set up using
policies based on file shares. The mirror can be defined for each (and / or) in

the same share, in a different share or in a different cluster.

In SPSC, the defined files are mirrored by writing the files in parallel under
the control of GPFS. This allows the write processes to be processed in
parallel, especially with multiple mirrors in several clusters. A coupling of the

plate systems is not necessary.

Dynamic expansion without business interruption
The PLCC solution allows the solution to be expanded / reduced under full

online operation.

Changes to the PLC solution take place in independent steps. The

distribution of the data is the sole responsibility of SPSC.

Policy Engine

Gold Optional Tape Pool

mit TSM-HSM
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Expansion of storage capacity (example):

1. Basic configuration of the new storage components (LUNs)

2. Connection of the storage components to the BladeCenter

3. Transfer of resources to SPSC in the form of additional LUNs

4. The LUNs shares are assigned using the SPSC administration
interface.

5. SPSC automatically strips the data via the extended share.

SPSC integrated ILM functionalities

With the integrated ILM functions (Information Lifecycle Management), IBM
SPSC offers a platform for the efficient and automated handling of
unstructured data. The definition rules at the file level allow automated
relocation processes to be initiated on different storage classes and, in
combination with IBM TSM (Tivoli Storage Manager) and HSM (Hierarchical
Storage Manager), they are swapped out to tapes, whereby the file entries are

displayed transparently in the file system for the user.

As already described, several different storage classes can be defined in

SPSC.

In order to optimize the use of the storage classes, SPSC already has ILM
extensions (Information Lifecycle) in its basic functionality. Based on policies
at share level, it can be defined on which type of disk storage data should be

kept. You can optionally migrate to tape:

«  Definition of policies for files at share level
* Automatic migration of the files to the defined ones
Policies
» Transparent access for the user (including the tape
use)
*  Optional: When using TSM HSM - Tivoli Storage Manager
Hierarchical Storage Manager - a tape drive can be integrated during

migration.



Flexible connection of application systems

In addition to the CIFS / NFS protocols, a high-performance connection to
Linux application servers using GPFS Cross Cluster Mount is available. The
coupling is carried out using the IBM GPFS protocol, which is used very
successfully in HPC environments. To optimize data throughput, IBM SPSC
supports the direct coupling of GPFS-based application servers. This
coupling allows a maximum data throughput due to the protocol

implemented in the GPFS.

Integrated data migration mechanisms

Based on the described procedures for online expansion of the storage,
data migration can be carried out very easily and efficiently. The data
migration can be carried out with minimal system loads without additional

tools.

The necessary steps are:

1. Provision of the LUNs in the SPSC

2. Set up the migration relationship between the storage areas
to be replaced

3. Migration of data to the new LUNs

4. Dissolve the migration relationship in the storage area

5. Remove the old LUNs from the SPSC cluster

Expansion potential for SPSC
With SPSC, a scalable NAS platform is available. The scaling can take

place under several history points:

*  Throughput when accessing the files: additional blades
*  Volume: additional storage
¢ Incorrect operation / data integrity: asynchronous mirror

*  Higher availability: SPSC Cross Cluster Mount

All of these extensions are available within the solution, regardless of which

variant and in which environment.
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ILM processes with integrated outsourcing on belts

Since filers are usually filled with a large amount of data from inactive files
(60-70% of the data because it is no longer required), they can be
transferred to tapes at low cost. On the basis of policies, outsourcing takes

place automatically via storage classes down to tape cartridges.

»  The shift first takes place within the filer
Different disk types The policies work
«  at the file level
* According to rules, the data is automated to TSM-HSM

transferred and marked for the Windows user as an offline file.

*  When the file is opened, it is automated from the

TSM-HSM environment restored.

Optional extensions of

asynchronous mirror

With the asynchronous mirror, data can be copied online with a time delay in
order to have an additional database against unwanted data deletion or in the
event of a disaster. Data can be retrieved at short notice (within the
synchronization period or in the case of an operation of the asynchronous
cluster as an emergency system). The asynchronous mirror is a PLC cluster
that runs in normal operation as part of the production cluster. The mirroring

rules are defined as standard in SPSC per policy.

Long-distance coupling of SPSC clusters through grid processes
With SPSC, several variants of coupling company-wide solutions are

available.

*  Coupling of two independent SPSC clusters under

a global namespace. Each of the clusters holds part of the user data.

. Alternatively, an SPSC cluster can be used as an asynchronous mirror
location in which the operating data are available with a time delay.
If necessary, this location can be activated as an emergency

location.
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Encryption for tape

In August 2006 IBM announced the encryption technology and an
associated key management for the

TS1120 tape drives (Jaguar 2) at. This means that 3592 cassettes can be
written in such a way that only the instance that knows and has the
associated encryption key can read them out again. Misuse of data on the
cassettes can thus be excluded. If cassettes fall into the wrong hands for any

reason, they cannot be read out.

Encryption options on tape have so far been available in different forms. With
specially developed encryption software on a server, with specially developed
encryption applications or external encryption devices, it was possible to
record encrypted on tape. The tape drive itself had nothing to do with the
actual encryption. Such solutions have so far only ever been used in certain
areas. Implementation on a company-wide basis, regardless of the different
operating system platforms and also across company boundaries, has so far
not been sensible. Added to this are the many types of encryption such as
Mars, RC5, Serpent, Twofish, DES or AES, to name just a few, which make
the whole thing correspondingly complex. To do encryption, an encryption
algorithm is required on the one hand and a so-called data key, on the other
hand, which secures the encrypted data against unauthorized access. The
encrypted data can only be decrypted using the data key. The different

encryption methods are described below for better understanding.

Symmetric encryption: In order to prevent a third party from spying on sent
data, cryptographic methods are generally used. With symmetric encryption,
the data is encrypted or decrypted using a secret key. The key must be
known to both the sender and the recipient and must be exchanged in

person for this purpose.
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Examples of well-known symmetrical encryption algorithms are the Data
Encryption Standard (DES), which was developed by IBM in the early 1970s
and works with a key length of 56 bits, and the International Data Encryption
Algorithm (IDEA), which was developed by the Swiss Lai and Massey and
published in 1990 and with a key length of 128 bits is significantly more
secure than the DES. The general disadvantage of this algorithm is the direct
exchange of the secret keys, which makes it difficult to use it in a
customer-dealer relationship. The advantage is the relatively low computing

power required.

Asymmetric encryption: Another encryption method is the so-called
asymmetrical encryption. It is based on the use of a key pair that belongs
together, one key being used for encryption and one for decryption. With the
public key method, one of the keys is now published and can be used by any
sender to encrypt a message to the recipient. Only the recipient who has the

second, private key can then decrypt the message.

A representative of the asymmetrical encryption algorithms is the RSA
algorithm (RSA Data Security Inc.), named after its developers Ron Rivest,
Adi Shamir, Leonard Adleman, which was developed and patented in the

USA in 1977 and for export in a limited encryption depth (40 Bit) is available.

Asymmetric encryption can also be used to solve the authentication problem.
For this purpose, the public keys of sender and receiver are made known to
each other. The sender encrypts the message first with his own, private and
then with the recipient's public key. After receiving the message, the recipient
decrypts the message first with his private and then with the sender's public
key. However, this last step is only successful if the message really came

from the designated sender, otherwise the public key used is not suitable.



Hybrid processes: The disadvantage of asymmetrical encryption is the high
computing effort. This is why a combination of symmetrical and asymmetrical
encryption is often used. A message is first symmetrically encrypted by the
sender using a special secret key (session key). This key is then
asymmetrically encrypted and transmitted with the recipient's public key. The
recipient can now asymmetrically decrypt the session key and thus the actual
message symmetrically with his private key. Since the asymmetrical
encryption is only used for the encryption of the symmetric key, the

computing effort for the asymmetrical encryption remains relatively low.

IBM is the first company which offers direct encryption technology for tape
drives. To be able to work with the TS1120 drives with the Encryption option,
a hardware upgrade and a microcode update must be carried out on installed
TS1120 drives. TS1120 drives, which have been delivered since September
2006, are equipped with encryption capability as standard. IBM opted for AES
encryption (Advanced Encryption Standard), which is available with 128, 192
and 256 bit key lengths and uses the Rijndael algorithm as a symmetric
cryptography method. AES is the successor to DES (Data Encryption
Standard with 56 bit key length). AES is recognized by the U.S. agency NIST
(National Institute of Standards and Technology) and the U.S. Department of
Commerce and is recognized to be non-crackable for years to come. The
TS1120 tape drive works with the secure AES256 bit encryption algorithm.
This is the first time that the drive itself has been able to perform the

encryption.

The encryption method is one side. The data keys that protect against
unauthorized access and with which the encrypted data can be decrypted are
just as important. In the mainframe environment, where encryption with
appropriate crypto processors has been used for years, forms the heart of
data key management EKM Encryption Key Manager in the z/ OS operating
system. The EKM used in z / OS offers absolutely non-manipulable and one

hundred percent secure central data key management. This
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EKM has now been ported to the Java platform and is therefore available for
all operating system platforms. The new EKM delivers the keys to the
TS1120 drive, can run on a wide variety of system platforms and supports
centralized encryption key management that can be used throughout the

company.

The EKM stands for the operating systems z/ OS 1.6 or 1.7, AIX 5.2 or later,
15/ 0S 5.2 or later, HPUX 11.0, 11i, and 11.23PI, Sun Solaris 8, 9 and 10,
Linux - System z, System p and Intel, Red Hat Enterprise Linux 4 (REHL 4),
SuSE Linux Enterprise Server 9 (SLES 9), Windows 2000 and Windows

2003 are available.

If a TS1120 tape drive with encryption now has to be recorded, the drive
requests the data key from the EKM Encryption Key Manager. The EKM then
checks whether the drive is approved and is known in the 'Drive Table' of the
EKM. If not, the drive must be added to the configuration file in the EKM drive
table. The EKM then creates the requested data key, which is referred to

below as the 'data key'.

Since the data keys cannot be transferred unencrypted over a network to the tape drive for
security reasons, the EKM works internally with two different encryption methods for the
data key. One algorithm is the KEK Key Encryption Key, which runs exclusively in the EKM
and with which only the EKM knows what to do. The other algorithm is the SK Session
Key, which is used in both the EKM and the tape drive. If a session is established between
the EKM and the tape drive and the data key is encrypted with the session key SK and
transferred to the tape drive, the tape drive decrypts the original data key again and then
records the data with the AES256 bit encryption. A new SK session key is always used for
every newly established session between EKM and tape drive. The data key encrypted
with the SK is called SEDK (Session Encryption Data Key). In addition to the SEDK, the
EKM also transfers the data key encrypted via the KEK (Key Encryption Key) to the drive,
which is referred to as the EEDK (Externally Encryption Data Key) and with which the drive
cannot do anything, because only the EKM can use the KEK knows and can apply. The
drive therefore has no way of transferring the transferred EEDK which is called EEDK
(Externally Encryption Data Key) and with which the drive can do absolutely nothing,
because only the EKM knows and can use the KEK. So the drive has no way to transfer
the EEDK which is called EEDK (Externally Encryption Data Key) and with which the drive
can do absolutely nothing, because only the EKM knows and can use the KEK. The drive

therefore has no way of transferring the transferred EEDK
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Verschliisseltes Schreiben auf 3592 Medien

Key Encription Key EK
Session Key SK

1. Laufwerk fordert 2. EKM pruft Config-File, ob Laufwerk im ,Drive Table*
vom EKM 3. Wenn ja, erstellt EKM Data Key DK
Data Key an 4. Key Encryption Key verschlisselt DK > EEDK
5. Session Key verschlisselt DK > SEDK
6. EKM schickt EEDK und SEDK zum Laufwerk
7. EKM I6scht erstelite DK, EEDK und SEDK
. 8. Laufwerk SK entschllisselt SEDK > DK
Session Key 9. Laufwerk arbeitet mit DK und AES Encryption
SK 10. Laufwerk speichert EEDK auf Kassette

Auslesen der verschliisselten Daten von 3592 Kassetten

Key Encription Key EK
Session Key SK

. Laufwerk schickt 2. EKM sucht zugehorigen KEK
EEDK zum EKM 3. KEK entschlisselt EEDK > DK
und fordert Data 4. Session Key verschlisselt DK > SEDK
Key an 5. EKM schickt SEDK zum Laufwerk
6. EKM I6scht DK, EEDK und SEDK

Session Key 7. Laufwerk SK entschliisselt SEDK > DK
SK 8. Laufwerk arbeitet mit DK und AES Decryption

decrypt to get to the actual data key. The drive can only decrypt the data key
using the transferred SEDK. Once the drive has completed the encrypted
recording, the tape volume control region of the EEDK is stored at the end of
the tape, with which the tape drive does not know what to do. The EEDK is
also stored in the memory chip of the cassette. If this cassette should now be
read out unauthorized on an encryption-capable TS1120 drive, this is not
possible because the drive cannot do anything with the recorded EEDK.

Unauthorized reading is not possible.

The drive requests the data key from the EKM to read out and transfers the
recorded EEDK to the EKM. The EKM searches for the KEK Key Encryption
Key belonging to the EEDK and decrypts the EEDK. The original data key is
therefore available again. The data key is now encrypted again using a new
SK session key and transferred to the drive. The drive receives the new
SEDK Session Encryption Data Key and decrypts the SEDK to get the
original data key. The encrypted recorded data can then be decrypted and

read out on the cassette.
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So there is no way to read the encrypted data without the original data key.
The sophistication of this implementation lies in the fact that the drive
performs symmetrical encryption using a data key, while the key management
above is implemented asynchronously. The encrypted data key (EEDK)
stored on the tape cannot be used by TS1120 drives, but only by the EKM
(Encryption Key Manager) for the restoration of the original data key. The
drive must transfer the saved encrypted data key to the EKM. The EKM
restores the original data key and sends it back to the drive in an encrypted
form (session key). The drive is now able Create the original data key and
thus read out the data decrypted. The combination of synchronous and

asynchronous technology make this encryption absolutely 'watertight'.

If cartridges that have been recorded with encryption are transported to
another location, for example to a business partner, TS1120 drives with
encryption capability and an EKM must be installed there. If the location now
wants to read the data, a TS1120 drive sends the EEDK stored on the
cassette to the local EKM, which has a private key to decrypt the EEDK

stored on the cassette.



Up to two encrypted EEDKs with two different private keys can be stored on
the 3592 cassette. The first key belongs to the EKM that generated the key,
and the second key can belong to another EKM, which can convert the
second EEDK into the original key based on the private key available there. It
makes sense to work with two keys on the cassette if the data carrier is
exchanged in encrypted form between two different locations. The drive
always sends the first EEDK to the EKM. If the EKM cannot do anything with

it, the second EEDK is automatically transferred to the existing EKM.

With the announcement of the LTO4 drives in April 2007

was for LTO4 also Encryption announced. LTO4 drives, like TS1120 drives,
also work with AES 256-bit encryption technology. The difference to TS1120
is that no encrypted keys (EEDK) are stored on the LTO4 cassette, but only
the key identifier, i.e. the key fob. Key management and key storage is
carried out via the EKM. If an encrypted cassette is to be read, the LTO4
drive transmits the identifier to the EKM, which is then able to assign the

correct original key to the identifier.

The EKM was held in May 2007 with the EKM Release 2 so expanded that it
can perform key handling for TS1120, TS1130 and LTO4. This means that

both technologies can be managed with the same EKM.

The new TS1130 The tape drive, which will be available as the successor to
the TS1120 in September 2008, is equipped with the same encryption
technology. The tape cartridges remain the same, which means that the new
TS1130 drive uses the same cartridges. The storage of the keys on the

cassettes is identical.
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TKLM - Tivoli Key Lifecycle Manager

in the Spring 2008 is available as new key management software from TKLM
(Tivoli Key Lifecycle Manager), which has the same range of functions as the
EKM and also provides key handling for encryption on disk (disk) and has an
easy-to-use interface. The TKLM can be obtained as an official IBM program

package.

IBM offers three encryption implementation options on tape:

* The application selects the data using encryption
Tape must be written and makes the keys available to the TSM. The
TSM Tivoli Storage Manager then manages the encryption key

database as a backup server.

* In the mainframe environment, System Utilities des
DFSMS in the z/ OS operating system can be selected via new data
class parameters, which is to be processed with encryption.
Similarly, policies for encryption can also be set up in the ‘AlX Tape
Device Driver'. In both cases, the new Enterprise Key Manager (EKM)
manages the encryption key database. The third option goes through

the library itself. Both the

3494 and the TS3500 library establish corresponding policy rules as
to which 'VolSers' or which logical libraries are to be processed
with encryption. The encryption key database is managed by the

new Enterprise Key Manager (EKM).

All three options allow very flexible, company-wide and tape-based
encryption solutions with central key management and are unique in their

solution form.

Encryption on tape secures the data written on tape cartridges
against misuse and offers one
new security standard on tape, that protects the written data against

unauthorized access.
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Archiving

Archiving requirements have changed in recent years. In addition to the
classic storage of data based on legal or internal company regulations, there
are additional requirement profiles such as increased access speed and
automatic outsourcing of data that is no longer used for operational purposes
to archive systems. Furthermore, archive solutions are now in demand that
contain hierarchical storage management and thus offer the possibility of
automatically managing archived data according to ILM regulations
(Information Lifecycle Management) on different storage systems. Due to the
ever increasing amounts of data in the archiving area, very powerful and
scalable archive systems are in demand today. which must also ensure the
requirements for high availability and data security. This applies to the
archiving of classic documents and content management systems as well as
to applications based on filesystems. Modern archive solutions must also
meet the migration requirements with regard to the data as well as the system

itself when new technologies are available.

IBM Information Archive (lIA)
IBM announces in November 2009 the new archiving system 'IBM
Information Archive', IIA for short, as the successor to the previous DR550

system.

The new system addresses the changed or expanded requirements for
archive systems. IIA is a universal solution for the archiving of structured and
unstructured data, which both fulfills the legal retention requirements and
generally takes into account the long-term requirement of data storage free of
any flaws. The system is characterized by the fact that it offers a high degree
of flexibility in data storage, because applications to be archived are made
possible by different standardized access methods. The high performance

and scalability are special features of the system.

architecture

The system consists of up to three computer nodes (referred to as 'collection’
in the IIA terminology), which are internally connected to the disk arrays by a
FibreChannel network and provide each other with the integrated GPFS
(General Parallel File System) backup and thus high availability guarantee.

Applications can pass through nodes on the one hand via the NAS interface
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the NFS or HTTP interfaces or via the classic interface SSAM System
Storage Archive Manager (TSM API). FTP and CIFS will also be supported at
a later date. The nodes with regard to the interfaces to the applications to be
addressed are freely selectable. Both interfaces offer the possibility of other

infrastructures such as B. Connect tape.

The ability to operate several archiving instances at the same time within one
system increases the performance of the overall system considerably. In
contrast to the DR550, the database of the SSAM server is DB2-based
(through the integration of TSM 6.1). This increases the number of data
objects to be saved by a factor of 3 per collection. The SSAM server ensures
data migration on connected external storage devices. Within a collection for
file connection (node with NAS interface), data stored on external storage

such as

e.g. B. to be outsourced to tape, migrated through the internal TSM server

using its HSM functionality.

The management and administration of the system is carried out via a

uniform user interface.

technical structure

The computer nodes (GPFS nodes) consist of an IBM System x Server with
two quad-core processors, 24 GB memory and a Linux operating system. Up
to three nodes can be configured within a cluster. An IBM System x with a
quad-core processor and 4 GB memory is used to manage the system. The
disk arrays consist of 1TBSATA disks and are operated with RAID6 on dual
redundant Active / Active disk control units. Each control unit is equipped with
a 2 GB cache and offers up to 2 x 4 Gbit FCPorts for server connection and
up to 2 x 4 Gbit FCPorts for remote mirroring. Computer nodes and disk
control units are connected to each other by an 8 Gbit FCSAN based on
24-port switches, with operation initially based on 4 Gb. Each disk controller
has access to every GPFS node and vice versa. The maximum configuration
consists of two housing units and represents a gross capacity of 304 TB. 209
TB can be used. In the first rack, the disk capacity is up to 112 TB gross (77
TB usable). Up to 2 x 96 TB gross (2 x 66 TB usable) can be configured in the
second rack. The connection of tape drives and tape libraries is fully

supported.

The new architecture of the IBM Information Archive will offer scalable
expansion options in the future by expanding the system with additional

computer nodes and additional disk capacity.
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SAN and IP networking

Brocade had in the January 2007 McData acquired and announced a
roadmap for the next 18-24 months. The architecture of the acquired McData
SAN directors IBM 2027140/256 and the architecture of the Brocade 2109
M48 SAN director are mapped in a new architecture in a new product, the
'Converged' SAN director, with 8 Gbps. The announcement of the IBM
SAN768B took place in February 2008. The 2027140/256 native can then be

connected to the new 8Gbps director and used again.

The IBM director SAN768B is being built by Brocade (Brocade DCX) and
provides a platform that adapts to upcoming IT development stages through
high-performance IT and future FCoE technologies (Fiber Channel over
Ethernet). It is the first 'director-like' product to support transfer rates of 8
gigabits per second (Gbps) via fiber channel connections, which in the future
will almost double the speed of data transfer. The director supports
FibreChannel, Fiber Channel over Ethernet (FCoE), Data Center Ethernet
(DCE), Gigabit Ethernet and the iSCSI protocol.

The SAN768B is the first product in the industry to support real
interoperability between directors of the bType (Bro cade) and those of the
mType (McDATA) in an 8 or 10Gbps FCSAN infrastructure. For users of the
mType and large customers who operate their mainframes via FICON
channels, this interoperability offers a road map for the expansion of the
existing FICON structure. The new platform reduces complexity, failure risk
and energy consumption with a special scalability of up to 768

FibreChannelPorts (external user ports) based on 8 Gbps over two domains.

In a large configuration with two domains (picture above, picture right), the
director offers up to 896 ports. Of these, 768 ports are used as 'user ports for
external connection'. The remaining 128 ports are routed to the backplane of
the two directors via so-called ICL Inter Chassis Links and are referred to as
ICL ports. The transmission bandwidth between the two domains (SAN868B

chassis) can be increased up to 1 Thit / s.
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IBM director SAN768B (Brocade DCX) with up to 896 ports

The adaptive networking services features in the SAN768B (Brocade DCX)
allow the dynamic allocation of distributed resources in the fabric at the
moment when the requirements of the virtual server or networked storage
occur. Should bottlenecks occur (or be foreseeable), the bandwidths in the
fabric can be adjusted automatically and according to the predefined service
levels. This helps to automatically provide operations with a higher priority the

required resources.

The Year 2008 is the year of the introduction of 8Gbps technology in
storage area networks that make it possible

8 Gbps end-to-end solutions to implement. In 2009 there were new
opportunities to connect SAN infrastructures to one another via IP networks,

and the magic word is FcoE, FibreChannel over Ethernet.

FCoE - FibreChannel over Ethernet

In addition to FibreChannel and iSCSI, FCoE is a new standard with the
goal of standardizing data traffic in the corporate network and connecting
FibreChannel SAN infrastructures with each other via Ethernet. LAN uses
Ethernet and the TCP / IP protocol for data transfer. SANs communicate via

FibreChannel. Here, servers use for the different network types



Separate interface modules, the network interface cards (NICs) for Ethernet
and FC, as well as separate switch infra structures. FCoE transfers the data in
a FCSAN via the local productive network via Ethernet. This means that
existing SAN systems can continue to be used and integrated into other
systems via Ethernet, which in the long term will reduce operating costs
through a consolidated connection. Instead of maintaining two parallel
networks, all data traffic should be able to be processed and administered via
one network. FCoE supports a consistent management model that is common
in FibreChannelSANs. This new converged technology enables both fiber
channel data and IP data to be transmitted via the same transport

mechanism.

So that fiber channel packets can now be sent via an Ethernet transport
protocol, various manufacturers of storage solutions and network components
have come together and developed a proposal for the FCoE standard. FCoE
specifies how FC data can be transported losslessly over IP. This 'lossless
Ethernet' consists of two protocols: first the protocol for the transport of data,
called FCoE, and secondly the protocol for controlling the FCoE connections,
called FIP (FCoE Initialization Protocol). FIP takes care of the login and logout
of devices in an FCoENetwork. FCoE packs the FCFrame into an Ethernet
header and sends it via Ethernet, but now no 'traditional Ethernet' is used, but

an improved version,

What about iSCSI? iSCSI sends SCSI commands via Ethernet and TCP / IP
and does not require expensive FC networks. Classic FibreChannel loses
against iSCSI especially in terms of costs. iISCSI uses the existing
infrastructure, while IT requires completely new components for a FCSAN.
Now FCoE is coming as a new technology and has all the properties that
iSCSI has, including the costs. This raises the question of how iISCSI will

continue if FCoE prevails as a technology.
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Brocade acquired Foundry Networks in July 2009 and has made a pretty good
connection. Brocade builds hardware and software for the storage landscape,
Foundry is on the move in the classic corporate network. In the future,
Brocade will be able to expand in the FC and in the ether net world, thereby

fulfilling the convergence that FCoE is striving for.

Cisco acquired Nuova in April 2009, a company that has been dealing

with FCoE for a long time.

FCoE is now backed by Brocade, Cisco, Nuova, EMC, Emulex, IBM, Intel,
QLogic and Sun. The specification for 'FibreChannel over Ethernet' are that T11
committee of the US National Standards Institute (ANSI) to establish a
common standard. The FCoE standard has been adopted since June 2009. It
will take some time before FCoE can be used professionally in the IT
environment! All necessary protocol standards are expected to be completed

by mid or late 2010.

SAN & Converged Networking

Following the announcement of the IBM SAN768B in February 2008, the
integration of the McData technology that Brocade acquired in January 2007
was complete in a new 8 Gbps Director product. Since then, a great deal has
been added in the collaboration between Brocade and IBM in the area of
storage networking: after expanding the range of solutions with 8 Gbit/ s
HBAs from Brocade, a manufacturer-wide server-to-storage connectivity is
available for the first time - with great advantages in the continuous
management of the environment . In the area of network convergence, IBM
now offers with the IBMe Converged Switch B32 a top-of-rack solution for
users who use FibreChannel over Ethernet (FCoE) and want to gain
experience with the new technology. Finally, the SAN384B is another core
and edge switching platform for medium to large SAN environments, with

which further design options in the backbone area are possible.

' End to end '- support
The 8 Gbps FibreChannel host bus adapters enable a high degree of
robustness and reliability to be built for the IBM System x product family.

Based on the
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The high performance of the Brocade DCX Backbone product family means
that the 8 Gbit / s HBAs are integrating important adapter functions such as

virtual channels for the first time in the industry.

Using the 'Adaptive Network Services', the HBAs offer a real Quality of
Service (QoS) in the SAN from virtual servers to storage arrays and support
functions for data authentication that enable faster and more secure

communication between virtual servers and storage.

The 8 Gbit / s HBAs were designed to increase the | / O performance on the
server to 500,000 input / output operations per second (IOPS) per port. The 8
Gbit / s HBAs thus achieve twice the throughput compared to comparable
products. Due to the tight integration, the HBAs are extremely easy to install

and integrate into existing SAN environments.

Expanded Fabric Backbone Options with the SAN384B (Brocade

DCX-4S)

The IBM SAN384B is an entry-level version of the already available IBM
SAN768B backbone (Brocade DCX). The new switching platform, which can
be used both in the core and in the edge, is designed for the consolidation of
servers, storage area networks (SAN) and data centers. Since the complete
DCX functionality is available, the SAN384B can reduce the costs for the

infrastructure and administration.

The IBM SAN384B scales in four blade bays to a total of 198 ports with full 8
Gbit / s and is therefore suitable for operators of medium-sized networks.
Large storage network operators can also use the IBM SAN384B as a
network edge. The IBM SAN384B is equipped with the latest Brocade Fabric
OS (FOS) version 6.2, which offers a new VirtualFabric option that enables

the logical partitioning of a physical SAN into logical fabrics.

The IBM SAN384B optionally supports the encryption of data on hard drives
and tape drives (Data at Rest) in connection with different key management
systems. The convergence in the network area ensures the IBM SAN384B

with its multi-protocol architecture by the support of emerging
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Standards such as converged enhanced Ethernet (CEE) and FibreChannel
over Ethernet (FCoE). These protocols are made possible by simply adding

appropriate blades at a time desired by the user.

The adaptive networking services features - as in the SAN768B - allow
dynamic allocation of distributed resources in the fabric at the moment when
the requirements of the virtual server or the networked memory occur. Should
bottlenecks arise (or be predictable), the bandwidths in the fabric can be
adjusted automatically and according to the predefined service levels. This
helps to automatically provide operations with a higher priority the required

resources.

FibreChannel over Ethernet (FCoE) products

Even if the development is not yet complete - the first standards for
FibreChannel over Ethernet (FCoE) are there. With the IBM Converged
Switch B32 and the associated 10 Gb Converged Network Adapters (CNA for
IBM System x), a solution is available that already allows the use of this new
technology. FCoE should actually be called FCoCEE, since a new Ethernet
protocol was developed for lossless transport with converged enhanced

Ethernet (CEE).

The IBM Converged Switch B32 is a multi-protocol capable, Layer 2,
TopoftheRack FCoE switch with 24 x 10 Gigabit Ethernet (GbE) CEE ports
and eight FC ports with 8 Gbit / s. It enables the consolidated input / output (I
/ O) of memory and network ports on the server side. The new converged
network adapters (CNAs) offer a performance of up to 500,000 | / Os per
second (IOPS) and are available in two versions: the single port brocade
CNA 1010 and the dual port brocade CNA 1020. The new brocade adapters
are part of the range the first CNAs with SingleASIC, which offer classic
Ethernet based on the TCP / IP protocol, converged enhanced Ethernet and
storage network functionality via a single 10 Gb / s FCoE link from the servers

via the SAN to the LAN.

In combination, the IBM Converged Switch B32 and the 1010/1020 CNAs
enable end-to-end FCoE connectivity from the server to the storage. The
solutions can be integrated into existing FC environments and can be
administered with a comprehensive management platform, the Data Center

Fabric Manager (DCFM).



Green IT
The topic of energy efficiency is increasingly becoming the focus. Some
data centers can no longer accommodate servers or storage units today

because it is technically impossible.

According to an IDC survey from 2007, topics relating to energy consumption
and energy supply are becoming increasingly important. Rising electricity
prices are burdening the available budgets. In many data centers, the topic of
energy efficiency has become a hot topic. 'Electroless' data carriers such as
tape cassettes or optical disks will experience a renaissance in the next few
years. According to a Gartner study from 2006 and 2008, more than 70% of
all data is saved on tape. If all of the data that is stored on tape cassettes in
productive use were moved to disk systems (disk), around 40 new nuclear
power plants would have to be built for the power supply. The Internet and the

increasing use of the Internet also increase the energy problem immensely:

in the May 2007 IBM announced the project '‘Big Green' at. IBM has been
investing since this announcement $ 1 billion per year in the project to
improve 'green' technologies and services and works on a roadmap to deal
with the IT energy crisis that has occurred for data centers. To this end, IBM
has built a team of more than 850 energy specialists. The added value for IT
companies often results from the fact that energy costs for a typical data
center can be halved. In comparison, this corresponds to a reduction in
emissions that approximately 1,300 cars produce. In addition to the hardware
and software, IBM offers a variety of corresponding services for data center
operations. Part of these services include energy efficiency analyzes and / or

'EnergySelfAssessments'.

The exemplary activities of IBM in the 'Big Green' project and the associated
long-term commitments led to IBM becoming the 'Top Green IT Company' of
2008 by both IDG (International Data Group) and in February 2008 was

chosen and awarded by the computer world.
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General virtualization

Virtualization in any form will shape the era of server-based storage
architectures. In addition to tape virtualization and disk virtualization solutions
in the SAN, virtualization will expand to far more areas. The IBM represents the
worldwide 'Virtualize Everything' strategy. This is the only way to make
optimal use of heterogeneous servers and storage units and a wide variety of
infrastructures and to enable flexible data management based on regulations.
Automation processes in today's different infrastructures will only be possible
through virtualization in all areas. Server-based storage architectures

considerably simplify the overall virtualization approach.

Effective virtualization solutions achieve the maximum possible use of the
available physical resource, which means that existing storage capacities are
used much more. Thus, virtualization makes a significant positive contribution

to dealing with energy problems in the IT environment.

New infrastructures and bandwidths

Today's Fiber Channel networks and IP infrastructures are certain to be
further developed over the next few years. Today's 4GbitSANs and
8GDbitSANSs are heading in the direction 12 Gbit SAN Technology further. IP
networks today with up to 2Gbit and 10GbitEthernet could in the next few
years 100 Gbit Ethernet technology

be replaced. The IP infrastructure, especially Ethernet, will be of particular
importance in the next few years. It is planned to provide every private
household in Germany with a 100 Mbit Ethernet connection within the next
five years. This gives private households new, huge transmission bandwidths.
Ethernet infrastructures are also becoming a key factor in the private

environment.

Just as the first SAN infrastructures were used two years earlier in the
high-performance data centers of the universities before they were used in
the commercial data center environment, similar trends are developing today

for a new transmission technology, the

InfiniBand referred to as. InfiniBand stands for "Infinite Bandwidth'. InfiniBand

is a new transport protocol
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that can connect server units, storage units and entire networks of data
centers. The standard has been driven by the InfiniBand Trade Association
since 1999 after Compagq, Dell, HP, IBM, Intel, Microsoft and SUN
announced that they would adapt their future | / O developments to

InfiniBand technology. The standard has been available since autumn 2005.

InfiniBand enables today's LAN, SAN, NAS and IPC (Interprocessor
Communication) infrastructures in one universal network to unite. In addition,
separate InfiniBand networks could be operated via iSCSI in addition to

existing SAN and IP infrastructures.

Copper cables (distance limitation at 17 m) and FibreOptic cables (up to 10
km) can be used for the transport protocol. The FibreOptic cables for
InfiniBand are manufactured differently from today's FibreChannel
connections and are far less sensitive. A kink in the cable causes almost no
damping and therefore no loss. If you were to do this with today's
FibreChannel, the cables would have to be completely replaced. This feature

makes InfiniBand Fiber Optic ideal for use in internal machine cabling.

For external use, it is important to advance the FibreOptic solutions both in

the support of the serial interfaces and in the distance options.

Packet Byte Stream
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4, 8 or 12 'physical lanes' can be switched to an InfiniBand 'physical link', the

packet transmission is 'bytemultiplexed' via the physical lanes.

InfiniBand represents an extremely high scalable link interface SLI. It is
possible to dynamically change and dynamically adjust the number of

physical lanes - depending on throughput requirements and data traffic.

InfiniBand offers a highly scalable connection technology with 'nX' multiple
lane pairs with a data transfer rate of 2.5 Gbit / s (Single Data Rate SDR), 5
Gbit / s (Double Data Rate DDR) or 10 Gbit / s (Quad Data Rate QDR ) in

every direction. The table below shows the maximum bandwidth for each of

the options:

SDR GDR QDR
1X 25Gb/s 50Gb/s 10.0Gb/s
4x 10.0Gb/s 20.0Gb/s 40.0Gb/s
8X 200Gb/s 400Gb/s 80.0Gb/s
12X 30.0Gb/s 60.0Gb /s 120.0Gb /s

InfiniBand has another significant advantage. The Infini BandUpperLevel
protocols such as SDP, SRP and iSER use the method of Remote Direct
Memory Access RDMA to write data directly into application-related buffer

areas of the computer and read them out at the same time.

This reduces overhead data transfer by a third and frees up CPU capacity

that can be used differently.

After the first InfiniBand networks have been established in some of the
university's high-performance data centers, it can be assumed - analogous
to the FibreChannel - that the first InfiniBand networks and infrastructures
will be implemented in '‘commercial' data centers within the next 2-3 years.
Accelerating is also the fact that InfiniBand is cheaper compared to

FibreChannel.



New basic technologies

The experts in the storage area agree that

Plastic is the storage medium of the future can be. Experiments with
organic polymers and polycrystalline chalcogenide have been going on for
several years. Organic polymers are suitable for optical data storage. With the
new one blue laser technology interference fields can be generated on the
plastic that map a large number of bits. This technology is also known as
holographic storage and allows much larger capacities than with conventional
optical methods. A blue laser is used as the 'data beam'. Part of the laser is
sent through a light modulator using mirror processes so that it receives a
different light diffraction. Then both beams come together again on the
polymer surface. The different light diffraction creates an interference field in
the polymer, which is known today as a hologram (see technology appendix
under HVD Holographic Versatile Disk, PCM Phase Change Memories and

NanoTechnologies).

Since no one can yet estimate how plastics and modified plastics will behave
as they age, IBM is working on sensible aging processes for plastics in order
to get more precise information. Today it is assumed that a modified plastic

should have a life cycle of approximately 100 years. However, this statement

still has to be substantiated and confirmed by appropriate aging processes.

Commentary on the era of server-based storage architectures with new
infrastructure options

Server-based storage architectures such as DS8000, SVC, new archiving
solutions, the new tape virtualization units ProtecTIER and TS7700, TS3500
tape library virtualization and file virtualization via file area networks offer
unprecedented flexibility and scaling in performance, capacity and
functionality. They will significantly determine the era ahead because
consolidations will be possible on a completely new basis. These new
architectures make it possible to connect many servers together via clusters.
This marks the first beginnings of grid computing in a commercial

environment.
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New bandwidths in data transmission and new networking technologies are
giving rise to new approaches for the optimal design of data centers and
their infrastructure. Virtualization solutions in a wide variety of data center
areas will lead to a significant simplification of data center processes and

greatly simplify administration.

Standards are forcing IT providers to move closer together, and the end user
is finally getting more compatibility between the different systems than was

previously the case. Virtualization plays a key role here.

New storage technologies will come onto the market in good time to meet the
demands of ever-increasing capacities. Plastics as the storage medium of the
future will significantly shape this era. Power-independent flash memories in
the form of SSDs (solid state disks), phase change memories and storage
class memories can also replace today's expensive FC disks if they are

produced accordingly cheaper in the next few years.

The pace of development and product cycles will increase even further. It will
be increasingly difficult to keep an overview of all options in the storage
environment that can be actively used, and advice will be more important

than before. Hardware alone plays a minor role.

The era will surely be the most innovative and will easily produce things that
we don't even dare to think about today. If you had told somebody in the 90s

what is available today, you would surely have been stamped with a fan.

What will be in ten years? It will be an exciting epoch and the author asks

himself whether his statements will be correct.

Maybe our imagination is still far behind the things that lie ahead ...
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The system-managed memory in the mainframe environment

As the name implies, the external storage environment is managed by the
system, more precisely by the connected server and its operating system. In
this context, managed means that the operating system automatically
manages all activities in connection with external storage according to a
predefined set of rules - policy-based. Other or similar terms for
system-managed storage - System Managed Storage - are Information
Lifecycle Management (ILM) or Scaleout File Services (SoFS). Such terms
can be found in IT landscapes that are primarily equipped with Unix and / or
Intel-based servers. System managed storage, or SMS for short, was
massively shaped by the approaches in the mainframe and host environment

in the 1980s.

The system-managed memory in the mainframe environment - Werner Bauer

The aim of SMS was to quickly adapt to the rapid growth in storage at that
time without increasing the number of storage administrators. SMS behaves -
almost - completely elastic to the growing external storage volume, scales
excellently and manages a 400GB disk-based storage environment in 1990

just as well as a 4,000,000 GB disk configuration today.

Storage hierarchy

In addition to comparing the logical requirements for a file with the physically
existing configuration, an automatic storage management solution is expected
to meaningfully store the files in the existing storage hierarchy and move them

as required.

Today's disk systems can be equipped with SSDs (Solid State Disks),
FibreChannel disks and SATA disks and thus map a storage hierarchy within
the system. SSDs are still very expensive, but they offer extremely fast access

and extremely fast response times.
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The storage hierarchy for magnetic disks is determined by two opposing
trends: the faster the memory access and the better and shorter the service
time, the more expensive the stored GB. In other words, the stored GB

becomes cheaper if the requirements for access time and speed decrease.

A fast FibreChannel disk drive also rotates

15,000 revolutions per minute or 250 revolutions per second, ie one
revolution takes 4 ms. The usual capacity of a FibreChannelDisk today is
between 300 GB and 650 GB with a form factor of 3.5 inches in diameter.
Due to the high number of revolutions, the number of possible accesses is
considerably faster compared to an inexpensive, high-capacity SATA plate
with 7,200 revolutions per minute or 120 revolutions per second with 8.3 ms
per revolution. This takes more than twice as long compared to a

FibreChannel plate. The capacities of SATA disks today are 1 TB and 2 TB.

A common size to rank a disk's performance is the number of | / O accesses
per second and per GB. This makes it clear that SATA is much weaker than a
FibreChannel disk and is therefore unsuitable for highly active files. The
technology for 15,000 rpm is also more demanding - and therefore more
expensive - than the technology required to rotate at just 7,200 revolutions per

minute.

Virtual tape configurations play a special role in the mainframe environment.
In order to make the advantage of direct access to the disk accessible for
backup and outsourced files, but on the other hand to use the space used
economically, a technology is used that avoids the same data structures
being saved multiple times (“deduplication”). Real tape drives are completely
dispensed with and the backup files and the migrated data sets are saved on
disks. Such a system simulates tape drives compared to the connected z /

OSServers.

Automatic tape libraries and virtual tape servers, however, continue to use
real tape drives and cartridges, on which the files are ultimately stored after
the written tape data has passed through an upstream disk buffer. Such a disk
buffer can be used to emulate virtual tape drives that simulate many tape
drives per virtual tape server. The actual backend consists of only a few real
cassette drives, which describe high-capacity cassettes. These real cartridge

drives are not visible in a virtual tape server for the z / OS operating system.

Emergence

Storage management software
DFSMS / MVS today sets the standard for storage management software,
without which storage growth in the mainframe environment would not have

been administrable in recent years.

The beginnings of DFSMS / MVS go back to the early 1980s. At that time,
customers and corresponding user organizations, including IBM, recognized

the need for fully automated storage management:

*  Rapid storage growth
e The TCO for storage has already escalated over the years
Early 1980
e "Storage keeps getting cheaper, but also harder
to manage ”, Datamation, December 15, 1985 GUIDE / SHARE asked
*  IBM from 1983-1985 to
to offer a "policy based storage management” and defines

"requirements for futures of storage management", GUIDE 1983

*  "Without improvements in methods, or the emergence of
improved automated managers, the storage management forces will have to

grow exponentially as the data grows ”, GUIDE Paper, November 15, 1985

* Internet, e-business, b-2-b interactions, life sciences, WEB

2.0, etc. continue to exacerbate the demand for storage capacity

that needs to be managed.

software
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The system-managed memory in the mainframe environment - Werner Bauer

Automatic storage and data management was implemented with DFSMS /

MVS and is described in the following sections.

Data facility storage management subsystem, DFSMS / MVS
In 1989, IBM implemented MVS / DPF 3.0, the second stage of a strategy
that emerged under the internal term “Jupiter Strategy” in the early 1980s.

This 2nd stage is what we understand as SMS today in the host environment.

The Jupiter strategy was then planned in three stages:

1. Jupiter Stage | is what is in the DFSMS / MVS or z/ OS
Interactive Storage Management Facility (ISMF) is understood. ISMF
is a panel-based front end to the external storage and the associated
repository, in which the external storage is recorded in a special,
very effective and efficient database. ISMF was the first step and was

announced in 1987 and launched on the market.

2nd Jupiter Stage Il was announced in 1989 as MVS / DFP 3.0
and generally available. In addition to the Data Facility Product
(DFP), the components Data Set Services (DSS), the Hierarchical

Storage Manager (HSM) and the Removable Media Manager (RMM)

integral part of this Jupiter stage Il. That is the state of SMS, as it is
known today in the mainframe environment. It takes into account the
realization of the idea of automatically managing the memory by the
operating system according to a predefined set of rules. This level has
been refined and supplemented over the years and is now an integral

part of the operating system software under z / OS.

3rd Jupiter Stage Ill was planned as the last stage. At this stage

the complete separation of logical data and physical storage should
be implemented. The external memory should be standardized to a
block-level architecture and the logical data should be automatically
placed as specified by rules and service levels. If a rule - or the
required service level - can no longer be adhered to, the system
itself ensures that the affected blocks are automatically relocated in
the memory hierarchy so that they cannot be used, so that the

required service level can be maintained again.

At the beginning of the 1990s, IBM decided to no longer implement this
third stage as part of the Jupiter strategy. It was assumed that a

corresponding investment should be made for Unix-based servers.

software



functionality

Files in z/ OS
Before we take a closer look at SMS and its components, we want to describe

the principle of the file in z/ OS and how a file is created and found.

Each file - comparable to a "File" in Unix or Windows - is assigned a unique
name or more precisely a file name, a "Data Set Name" (DSN) inz/OS. A
DSN can be up to 44 characters long and consists of individual "qualifiers".
These qualifiers are between 1 and 8 characters long and consist of
alphanumeric characters. As a rule, there are no regulations on how such a
name should be pronounced. An example: "SAP.PROD.KDNR1984.INDEX"
has the 1st qualifier with SAP, which is also known as a high level qualifier
(HLQ), a 2nd qualifier PROD, the 3rd qualifier KDNR1984 and the so-called

last level qualifier (LLQ) with INDEX. The qualifiers are separated by a dot.

Such a name can also be broken down and checked by the system. For
example, a rule can be defined that reads <WHEN LLQ = & variable_liq
THEN

action1>. Under & variable_llq, for example, INDEX, VER *, GROUP1 is
defined as a possible LLQ list, whereby this LLQ would also be selected
with the first 3 characters VER. It would be irrelevant how the other
qualifiers are structured. So a file with DSN = TEST. D30M09.VERZ1

would accept the selection as valid because VER * is also in the LLQ list.

With corresponding AND links to other rules, the selection can be more
selective, such as <WHEN (LLQ = & variable_llg AND HLQ = &
variable_hlg) THEN action2> with SAP *, PROD as a list in the variable &
variable_hlg. Then all DSN with SAP in the first 3 digits of the HLQ and with

the LLQ as defined in the variable & variable_lIq fall into the selection.

A file must always be cataloged in an SMS environment. A catalog is a
directory in which each individual file is listed by name and where this file
can be found. This is done via a volume label or the so-called volume serial
number, VOLSER. The VOLSER is also unique in an SMS system. With
hundreds of thousands or millions of files in a large system, you will not only

be using a single catalog, but via HLQ to certain catalogs

Locate data set

Request for new
data set

Application

Allocation Ca
Management

Volume

“—

Request for
existing data set

z/ OS DFSMS

talog

“—
Catalog

DSN + label
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approach. In our example, all files that identify SAP as HLQ are cataloged in
the U.SAP catalog. Since the catalogs must also be found via a DSN, there is
a higher-level instance called the “Master Catalog”. There is only one active
master catalog in an SMS system. Its content is stored resident in the z/ OS,
since it has to be pulled up for each “Data Set Locate” in order to attract the
associated [user] catalog. This is done via the HLQ and is referred to as the
ALIAS relationship. SAP is entered as HLQ in the master catalog and the
reference to the user catalog U.SAP. Whenever a DSN appears that identifies

SAP as HLQ, this file is defined or searched for in the U.SAP catalog.

Since the catalog only refers to a volume on which the file is or is stored, each
volume also has a fixed structure so that the file can ultimately be found at the
volume level or entered accordingly. The “Volume Label” is always on the
same place of each volume, Cylinder 1, Track 1, Record 1. The label also has
a pointer to the table of contents of the volume, the so-called Volume Table Of
Content or VTOC. The VTOC is roughly comparable to a file system in Unix or
Windows. The VTOC contains all DSNs that have a home on this volume and

the start and end address of this file on the volume.

A file or DSN is therefore a unique name within an SMS configuration and the
associated file must always be cataloged. The request to create a new file
goes through the SMS - more precisely through the DFSMS, allocation and
catalog management - and looks for a suitable place in the storage hierarchy,
depending on the required service level that is specified for this new file. A
request for an existing file only goes through allocation and catalog
management in order to localize the existing file and make it accessible to the

application.

The system-managed memory in the mainframe environment - Werner Bauer

Overview of policy-based storage management

Policy-based storage management takes over the tasks of the storage
administrator that was previously carried out manually. DFSMS allows the
logical view of the data to be separated from the physical memory
configuration. Logically here is synonymous with Service Level Agreements
(SLA) and physically means where the data is actually stored. Logical view in
SMS terminology means: data class, storage class and management class.

The storage group ultimately specifies the physical storage space.

* The data class contains information about the storage
required and the data attributes made for a file. The storage class

*  contains information on the required
Performance and response time and the level of availability for the
affected files. This includes placement on a physical volume with
fast access time or that a file is automatically distributed to several
volumes using the "sequential data striping” attribute. The

management class contains information on the number and

Retention of backups for a file. Here you can also define how long
the file itself remains before it is automatically deleted. The storage

group defines the potentially physical

Storage space for the affected file. A storage group is a group of
volumes in disk storage subsystems or a group of tape cartridges
and tape drives. The affected volumes are managed collectively by

DFSMS.

The decisive factor is the assignment of these attributes, which are defined in
these classes or "constructs". This task is performed by so-called “Automatic

Class Selection Routines” (ACS routines). Based on criteria such as DSN, job
name, size of the file and approx. Another 25 criteria, appropriate classes are

assigned to each new file. There is such an ACS routine for each class.

The overview "ACS routines and storage hierarchy” shows the role of the
ACS routines. Based on these logical classes, the system searches for the

optimal storage space for the affected file in the existing storage hierarchy.
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ACS Routinen und Speicherhierarchie

The selection of the space in the storage hierarchy is called "Volume
Selection". DFSMS goes through a number of steps and creates a list of
potential volumes, a so-called “candidate disk volumes” list, which can be
used to save the new file there. This volume list is based on the selection of
the corresponding storage groups as assigned in the Storage Group ACS

routine.

The so-called “primary candidate” list contains volumes that meet all the
criteria specified in the corresponding storage class and data class. There is
also a "secondary candidate volumes" list, which contains all the volumes that
do not meet all criteria, but were also assigned in the Storage Group ACS

routine.

If this “primary candidate” list is not empty, it is passed on to the z/ OS
component System Resource Manager (SRM). SRM then selects one or
more volumes from this list. Criteria for SRM are e.g. B. the shortest

waiting time for an | / O on the concerned

Volume or the volume is not yet in use for the current job. If the primary list is
empty, DFSMS tries to select one or more volumes directly from the
secondary list without going through the SRM. The most important criterion is

the available free space.

After one or more volumes have been selected, the file is created on the
volume concerned (volume allocation) and a corresponding entry in the

catalog is created.

If the allocation is not successful, the volume selection is repeated until either
volumes are found to create the file there, or the process terminates with a

corresponding message if no eligible volume can be found.
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SMS for tape

Policy-based storage management for tape libraries

DFSMS not only manages the files in a disk storage subsystem, but also the
data and units in a tape library. This applies to automatic tape libraries with
robot access to the cassettes and storage spaces or to so-called “manual
tape libraries” with manual loading of the cassettes into a tape drive. In this
approach, DFSMS groups the cartridges and the associated cartridge drives

in a corresponding tape storage group.

System-managed tape manages the tape libraries, the tape drives and the
tape cartridges themselves, but not the individual files that are on these tape
cartridges. This function is guaranteed by DFSMSrmm (Removable Media
Manager) by keeping a directory of which file is on which cartridge. The

cartridges also have a label that is similar to the disk volumes.

The “System Managed Tape” illustration shows how a specific tape

library is assigned for a specific file on tape using the ACS routines.

System-managed Tape

I LERARES
SHOLLD BE
ELMHBLE?
BTORAGE GROUFS

»r

FLTER CRITEAIAT WHAT POLICIES TO ASSIGNT
L3-8 -0

Ikt (et

18 THE REDLEET
BME MAMAGEDT

The system-managed memory in the mainframe environment - Werner Bauer

The policy-based storage management for files on tapes can also be
outsourced to the affected libraries themselves via an "outboard"
management. DFSMS assigns the constructs Data Class, Storage Class and
Management Class from a tape file to the tape subsystem and transfers these
construct names to the library. The form of the "Constructs" is defined in the
library itself and then executed accordingly - in contrast to the central

approach of DFSMS in the host.

DFSMSrmm manages the actual files on the cassettes. Here too, attributes
from the management class are used accordingly, such as: B. Lifetime and
automatic deletion of files if the files have not been referenced for a defined

period of time.

Components and functions

Components

The figure "z / OS components for centralized storage and data
management" shows the system components in z/ OS that are
responsible for the allocation, i.e. the placement in the storage hierarchy. It
also shows the components that are used for space management and

availability.

In addition to the DFSMSdfp, the z/ OS SRM is also used for "data set

allocation" when a file is newly created.

All four components are linked to each other for space management and
availability management. Each component has to fulfill a specific order

within SMS:

1. DFSMSdfp - creates the interface to the policies and instructs
the other components

2. DFSMSdss - is a kind of data mover and moves almost all files
3. DFSMShsm - is responsible for space and availability management.
DFSMShsm determines which file is copied for backup purposes or

creates free space by swapping out and migrating inactive files.

4. DFSMSrmm - is responsible for the recording of the cassette

contents or for the files on tape.
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Space and availability

DFSMS works with two repositories, the Active Control Data Set (ACDS) and
the Communication Data Set (COMMDS). DFSMShsm and DFSMSrmm
each have their own repositories, which are supplemented and compared

with the DFSMS files via DFSMSdfp.

Functions

Space management

Using the SMS constructs and here especially the management class,
service level objectives are specified with regard to the available space on
disk storage subsystems or the volumes in such a subsystem. The goal is to
prevent applications from aborting because of a problem with insufficient

space.

DFSMShsm is the DFSMS component that monitors the policies for space
management and takes necessary actions when the policies are no longer
adhered to. In addition to the management class, information from the

storage groups is also used to determine the space

on all managed volumes in the disk storage subsystems at FileLevel. The
criteria are so-called thresholds at volume level and at storage group level,
which must be observed in order to always have enough free space for new

files. This migration process is periodic and inactive files are identified as

candidates for moving to another class in the DFSMShsm storage hierarchy.

Even if a file is moved from a volume to a disk / tape storage hierarchy
managed by DFSMShsm, the file remains cataloged. If such a file is
referenced by the application, DFSMShsm automatically performs a recall
and brings the file back to an active application volume. This process is
completely transparent and unnoticed for the application concerned or the

user.
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DFSMShsm also automatically deletes files whose lifespan has expired
according to their assigned management class (deleting expired data sets).
However, temporary files will also be deleted or there will be space that is not
used with data within a file if this is required as an attribute by the associated

management class.

Auvailability management

Availability Management manages the backup copies of active files that are
on active disk storage volumes, also known as LO volumes. The goal is that a
backup copy can be used if the original file is faulty or damaged - or even an
entire volume is no longer readable. DFSMShsm uses the policy information
in the management class and information from the storage group to
automatically and periodically create backup copies of the original files. These

backups can also be initiated using appropriate commands.

Consolidate valid files on tape cartridges

The management class stipulates policies on how and when backup copies
are to be made or when original files are to be outsourced. The management
class also specifies when a file should be deleted or how many backup
versions of an original file should be kept and for how long. Hundreds of files
about space management or availability management have often been written

on a tape cassette and can be deleted at different times.

The illustration "Consolidation of valid files on tape cassettes" shows how a
"Reclamation” or "Recycle" process removes backups that are no longer valid

or files that are no longer needed and have been removed.

New tape cassettes are created, which are then rewritten with valid files.
The thus released tape cassettes are returned to a scratch pool and are

thus available again for new tape requests.

The system-managed memory in the mainframe environment - Werner Bauer
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DFSMShsm Common Recall Queue

The decisive factor for the performance of DFSMShsm is the intelligent use of
functions and services that z / OS and Parallel Sysplex provide. The
performance of DFSMShsm is particularly critical when many files have to be
recalled from the DFSMShsm-managed repository (using the Recall function
of DFSMShsm). If an application or user references a file that has been
outsourced to the DFSMShsm-controlled storage hierarchy as part of space
management, the application must wait untii DFSMShsm has recalled the file
to the ApplicationVolume (L0) (Recall). If this waiting time is minimized and
the throughput in the system is increased, this contributes to a more efficient
use of the entire system. DFSMShsm therefore optimizes this recall challenge
and uses the coupling facility as a repository for a common queue of recall
requests. Communication from the DFSMShsm systems within a sysplex
takes place via XFC technology, in which the coupling facility (CrossSystem
Coupling Facility) practically represents a fast and shared semiconductor

memory.

software



EEPARATE CUEUE FOF
DFSMSrem INSTANCE

DFSMShsm — common recall queue
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A typical parallel sysplex configuration consists of a DFSMShsm instance in
every z / OS image within such a sysplex. The recall requirements can be
very different in the various z / OS images. For example, the HSM1 in the
figure "DFSMShsm - common recall queue" has to process significantly more
recall requests than the HSM2 in the second system. Each DFSMShsm
processes the requirements in its local queue and knows nothing about the

requirements in the other system.

ParallelSysplex-wide load balancing became possible with the

introduction of a common recall queue.

In addition to other positive side effects, it is obvious that this can improve
overall throughput. Side effects concern a better consideration of priorities,
more efficient use of tape resources, e.g. For example, all requests are

sorted by tape cassette, and greater flexibility with a Sysplex configuration.

DFSMSdfp and data striping

Another example of a variety of functions and services provided by DFSMS is
data striping. Instead of placing a file on a single volume, a file is spread over
several volumes or “striped”. The resulting improvement in the combined
input / output contributes to the fact that the “single file” throughput can be
increased accordingly. This can significantly reduce the dwell time of
applications and jobs with high demands on the throughput of sequential | /
Os. This also applies to a certain extent to random |/ Os (Random | / Os) if
the application can issue and process | / Os in parallel. This is the rule for

database subsystems such as DB2 or IMSDB.

The figure "DFSMSdfp - Data Set Striping* illustrates this striping effect

for the sequential throughput.

software
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The system-managed memory in the mainframe environment - Werner Bauer
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The right side of the figure symbolizes the effect of data striping. In the case
of the file on a volume, the maximum sequential throughput of the access
path is 100 MB / s. If an attribute is given for this file via the storage class,
which says that the sequential throughput must be 300 MB / s, then DFSMS
would automatically ensure that this file is distributed to three volumes when
this file is created, if each volume can be used at the speed of 100 MB / s.
DFSMS or z / OS knows exactly the possibilities of each individual volume
and uses this information for the automatic selection of the volumes if a

corresponding new file is to be created.

The z / OS system with its integrated DFSMS automatically reacts to
required service levels and carries out corresponding actions regarding
data distribution and optimization of the memory configuration found. The
system-managed memory is the highest level of perfection in automatic

data management and data storage in the z / OS environment.

Summary

DFSMS or system-managed storage is a software-based solution for z / OS.
It has been continuously improved since the announcement in 1989 and
automatically takes advantage of new opportunities in modern servers and
storage technology. This chapter gives just a few examples of how DFSMS
helps to ensure and continuously improve the increasing requirements for

availability and performance in modern data centers.

DFSMS also serves as a model for similar developments in the

OpenSystems environments with Unix and Intel-based operating systems.
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Tivoli Storage Manager - the success story of the first 20 years - Klemens Poschke
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How it all started... 1983-1993

When you consider that large parts of the architecture used today in Tivoli
Storage Manager were designed 20 years ago, the performance of the
developers at that time cannot be overestimated. The architecture elements
“forever incre mental”, the use of a transactional meta database and the
“tiered storage” concept shape the overall success of the TSM solution
particularly sustainably. These components are still effective differentiation

criteria from other offers on the market today.

From the early 1980s, the original ideas for a data backup solution came from
developments in Alimaden by Mark Brown, Robert M. Rees and Michael D.
Penner on the VM / 370 platform. They developed an application for internal

use called CMSback that allowed single files from CMSMinidisks 1

to incrementally save and restore in the VM. At that time, CMSMinidisks could
only be saved and reconstructed as a dump volume using DDR (Data Dump

Restore).

Bob Rees describes the application components of CMSback as follows:

“In CMSback we explored a crawling model where:
* acentral process crawled user 'file systems' (VM minidisks)
looking for files that have been changed or deleted a framework for
*  supporting tape drives together with disk
* arestore GUI that could communicate with a central server to

allow users to restore their own files. ”

As a result, an internal project with names was created

AMORE (A grubs M ulti O perating system backup and

RE store), which took up a number of ideas from CMSback, RDBMS research
projects and other internal tools. These initiatives ultimately led to a formal
project in the late 1980s Datakeep / VM - a joint development between the
Almaden and Endicott laboratories. At the same time, there was another

development on this topic in Tucson / Boulder called ESMS.

d sinal

of a virtuali g 3 in

1 CMS = Cambridge Monitoring Sy - the
VM, in which a user can work interactively in an

the mai perating sy

inde de 3 envir and "minidi are ilable as resources that

P g

he can use with any data or programs or can share with others - analogous to the

possibilities that a PC / laptop user or a VMware user also has today.

DataKeep/VM"
A Client/Server Product for VM

Workstation Data Save Facility/VM
A Client/Server Product for VM

p / VM (name discarded) and WDSF / VM
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In the first pilot projects, the DataKeep / VM solution proved to be more
stable than ESMS and led to the announcement of the WDSF / VMSoftware
product (Workstation DataSave Facility Release 1) on November 1, 1990.
The change in name from “DataKeep / VM” to “WDSF / VM” was necessary
due to reservations by the IBM legal department shortly before the
announcement, even though the entire product documentation had already

been printed.

WDSF / VM Release 1 was IBM's first Cliet / Server application for backing
up PC / workstation data from the MSDOS, OS / 2 and AIX operating
systems. The product was designed according to the principles of
transaction-based operation, rule-controlled data storage, a purely
incremental data backup cycle for file system data and the use of
hierarchical storage pools for the combined use of different storage

technologies (DisktoDisk or DisktoDisktoTape).

The development team has also set a monument in the depths of the TSM
server. If you issue the undocumented "show developers" command in the
Admin Commandline of the TSM server, you will get the protagonists listed

(see screenshot below).

The metadata management was implemented in the WDSF / VMServer
component in a database that used the basics of the ARIES architecture.
ARIES = Algorithms for Recovery and Isolation Exploiting Semantics was
among others by IBMFellow Dr. Mohan from Almaden was developed. The
principles of the "writeahead logging based recovery method" defined in
ARIES are still the basis of TSM and a large number of other IBM
applications (DB2, MQSeries, Domino etc.) and the basis of relational

database systems in general.

The implementation was based on a hierarchical database architecture (B +

Tree), which fulfilled the claim to be executable on all operating systems of the

planned server platforms, which DB2 did not fulfill at the time. Only now -

almost 20 years later - has the managed metadata volume in our customers'

TSM servers reached sizes that can no longer be processed scalably with the

previous database architecture. That is why TSM in its current version 6.1 has

been switched to DB2 as database technology.

The concept also provided foresight to be able to integrate the functions of
data backup into general systems management solutions, e.g. by providing a
comprehensive management console and interfaces for creating reports,

collecting accounting information and forwarding error conditions.

erver Development Team:

Robert M. Rees
H. R. "Chip" Cow
Dave M. Cannon

Wayne C.

Cerver Contributowrs:

Luis-Felipe Cabrera
Greg Bybhee
Heather L. Rees

David R.

TEM_DUESSELDORF>show developers

Hineman
Michael A.
Robhert C. Edwards

William T.
Pease

Michael D. Pennep
Barry Fruchtman
Mary Ng

Kaczmarski

dtefan R. Steiner
Gladys M. Arsenault

Fischofer

The developers set a memorial - “show developers” command in the TSM server
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The main design principles of the new data backup software

were:

*  Enable the server to preserve the physical locality that data

has at its source even when clients deliver this data over long periods of time.

*  Estimate the target workload and develop the system to

accommodate them.

¢ Deploy the system in many computing platforms.

*  Provide lights-out, unattended operation with unattended

recovery from failures. Provide

*  continuous operation

¢ Accommodate the peculiarities of a wide variety

of storage devices

*  Manage the storage system through user controlled policies

*  Minimize the periods of time in which an entity in the system

cannot be retrieved

*  Use additional temporary storage space to gain

concurrency and to increase the availability of user data Source: "Applying

¢ Database Technology in the ADSM Mass

Storage System ’by Luis-Felipe Cabrera, Robert Rees and Wayne

Hineman IBM Almaden Research Center 1995.
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ADSM server: Principal Software Components

Here is another excerpt from the same publication with a structural
representation of the application components and a description of the

interaction of the modules in "incremental backup:

For incremental backup, the session begins by the client requesting from the
server the corresponding policies from the Policy Manager. Policies are stored in
system calalogs administered by the Index manager. The client then builds the

candidate list of files for backup and requests the server to send, from the

Inventory manager, the latest information for each of the candidate files. The
Inventory Manager stores all its information in catalogs administered by the
Index Manager. The client then sends to the server, optionally compressing
them, only those user files that have changed or have been created since the
last incremental backup. The server constructs appropriate entries in the

Inventory Manager and appropriate bitfile using the

Bitfile storage component. Bitfiles are stored using the

Storage segment manager.

At the end of sending all the user files the client also sends the server the list of
user files that have been deleted since the last incremental backup allowing the
server to mark them and, eventually, to expire them from the system. The client

then commits the transaction and disconnects from the server|[...]

[...] Database technology has been applied before to distributed systems, to file
systems, operating systems, to message queuing systems and to network |/ O

subsystems.

To our knowledge we are the first ones to apply trans actions to a mass
storage system that administers a storage hierarchy. The fundamental
difference with all other systems is the need to support high degrees of
con currency for a variety of transactions in the presence of devices with
enormous latency times. A second difference is that our server can replicate
its metadata with up to three copies. No other backup system or file system we

know of has this function [...].
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Extract from the WDSF / VM notice of announcement on

November 1, 1990:

Workstation Data Save Facility / VM turns VM host into a server

WDSF / VM Release 1 is a client-server licensed program for backing up,

archiving, and restoring disk data files. It enables a VM system to act as a server
for workstations and personal computers, and moves the responsibilities of back-up
archive media management to VM, while providing client applications to several
workstation-based environments including MS-DOS, OS / 2 Extended, AIX/RT

and AlX version 3.

It consists of a server program that runs under VM and one of the above
environments, and while the archive function is userinitiated, the back-up function
may be automated through scheduling. Backups may be performed from either
end-user workstations or from workstation-based servers. Incremental backups
may be run as background tasks under OS / 2 and AlX, and when files are backed
to VM-attached disks, older and larger files are automatically moved to tape.
Archival functions enable the use of host storage resources as a off-line storage
pool and WDSF / VM uses TCP / IP, NetBIOS or 3270 data stream support for

communications.

There is an optional facility for compressing data in the workstation client
program. It operates on any System 370 or System 390 processor and requires
a 1,600bpi or 6,250bpi tape drive, a 3480 or 3490 magnetic tape subsystem, 10

cylinders of 3380 disk space and 6Mb of virtual storage.

[...] WDSF / VM will be available March 29, and AlX 3 Client, September 27,
1991

The first WDSF / VM version included the client support of the then standard
IBM PC / workstation platforms OS / 2, AIX/ RT, AIX V3 and MSDOS with
the connection via the LAN communication protocols TCP / IP, NetBIOS and
3270 LU2.0. In addition, the protocols SNA LU 6.2, IPX / SPX, CLIOS and
Named Pipes were added. This variety of protocols was supported until TSM

version 4.1 in 2001. Today

TSM only supports TCP / IP, SNMP for distributed environments and shared
memory and named pipe protocol for client / server solutions on the same

physical system.

A first enhancement was the announcement of WDSF / VM Release 1
Enhanced in November 1991 with the availability of additional clients on
SunOS and Apple MacOS. This was the beginning of the era of far-reaching
support for other OpenSystem operating system platforms. In the heyday, the

client support list had around 40 system environments.

Workstation Data Save Facility / VM Release 1 Enhanced

Workstation Data Save Facility / VM is enhanced to provide support for Sun
Microsystems Inc's SunOS Version 4.0.1 and Version

4.1.1, and Apple Computer Inc MacOS Version 6.0.7 and System 7 clients.

AIX Version 3 for RS / 6000 client will be available September 27, while WDSF /
VM Programmer's Reference, SunOS Client, and MacOS Client will ship June 26,

1992.

The general trend towards distributed systems was the reason for the next
step that Tivoli Storage Manager took in its product history. In 1992, Chip Coy
and Bill Fischofer's application in Endicott was ported to MVS and renamed to
DFDSM for the VM and MVS platforms - the new data protection module for
workstations had thus become a member of the S / 370 DFxxx storage

software family.

In parallel, Norm Pass (RINGMASTER project) and Mike Kaczmarski and
their teams in California drove porting to AIX and OS / 2 as servers. The
new DFDSM product was also shown at the COMDEX in Las Vegas in
1992, albeit with a somewhat questionable focus, as the developer Barry

Fruchtman describes as a trade fair participant.
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ADSM V1.2 MS-DOS client initial screen

Barry Fruchtman: "One item that may be interesting is that IBM Storage made
an appearance at COMDEX in 1992 in Las Vegas with a demonstration of the
DFDSM. We demonstrated, AlX, OS /2, and DOS clients backing up and

restoring to VM, MV'S, AlIX and OS / 2 servers, The OS /2 clients were running

a video at the same time that they were in a loop backing up and restoring. For+

the few people which looked at the DFDSM sign and stopped to watch, it was an
amazing demo, given the capabilities of the time. It was located in the multime
dia area of COMDEX, however, so there was a mismatch with the intended

"

audience ... ".

The anecdote documents with a wink that at that time the IBM trade fair
planners subordinated the importance of workstation data backup to the fact

that a multimedia video was running on the OS / 2PC at the same time.

As can be seen from the eyewitness report, the first internal porting of the
DFDSMServer component to the AIX and OS / 2 platforms already existed in
1992, but only a year later became available as commercial products under

the new name ADSM V1.2.
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During this time there were other developments and products that used VM
and MVS as a server platform for data services of the open system

workstations:

WLFS/VM - Workstation LAN File Services (announcement

December 1992 - later renamed to LAN File Services / ESA due to
availability on MVS) - an application that connected an OS /2 LAN
server to the VM server via an S / 370 BMPX-Bus / Tag adapter card
and transparent CMS minidisks made available as drive resources
for the OS /2 LAN server. This was done with the idea of
synergistically combining the reliability of mainframe data storage

with the new interactive and graphic possibilities of the

workstations.

LANRES/VM  and LANRES / MVS ( LAN Resource Extension

and Services 1992) - the analog solution to WLFS / VM for Novell
Netware file server with connection either via a BMPX channel card,
TCP/IP or an SNA LU6.2 communication link. Not only file services

were supported, but also bi-directional printing.

software



At the time, all of these solutions were seen in the computer press as an
attempt to prevent the impending demise of the mainframe computer as a

central application server by using it as an open system server resource.

The fact that the use of the mainframe as a server still exists today for a
large number of business-critical and cross-platform applications (e.g.
SAP, Domino, ContentManager etc.) and services (such as TSM) would
have made the "industry experts" at that time sustainable in their

worldview shocked.
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CW article (excerpt) from January 22, 1993 announcing LANRES (Source:
http://ww Io he.de/h iv/1993/4/1125617/)

Departure into the open system world

ADSM V1.1 - July 29, 1993 and ADSM V1.2 November 16, 1993

The name DFDSM, which is common in mainframe circles, could not be

used for the target market of the Open Systems, because during this time the

polarization between supporters of mainframe systems and Open Distributed
Systems was already taking on class-like dimensions and the product

success was feared.

Shortly after the availability of DFDSM, IBM decided internally to port the
server component to PC / workstation operating systems and to change

the name to ADSM (ADSTAR Distributed Storage Manager).

COMPANY NEWS: New LB.M. Name For Storage Unit

Eusiness Machires Corporation sasf it had chanped 2 S '-‘ -

the nams of 1 data-srorags produact busines ta Adsta
rinids for advanced rorags and reicieval, The ueis, baed in San
Jose, Cabf., produces disk and taps érives, optoel storage devices
LEAL s revenus

varage devices las year was more than 8 hilEon

sotrol davices and siagi-mi it

“The new name i another step fn estabinhing our identity as an
Idependest buninen operation within the framewsch of the LB
corpornton,” Ry S, Abo Zayyed, an LEM. vics president and

§erera] manager of Adstar, said “We plan to continae 1. B2 's lang
n of oife

soch solutions,” be said.
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AdStaR announcement - New York Times 1992 (Source:
http://www.nytir com, i / fe it.html)
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The mouse pad with the ADSM Safeman character on it, for whatever reason, never

As described in the article, AdStaR is the acronym of " AD vanced ST orage A ndgot printed. However, the ADSM Marketing team somehow got hold of the mouse

R etrieval "and was introduced as a brand name for the IBM Storage Systems

Division (IBM ADSTAR Storage Systems Division). The reason for this
renaming was the mind games of the then IBM management to spin off IBM
divisions as independent parts of the company and individualize them with
their own trademarks (see also MagStaR). However, these plans were not

subsequently implemented, but the ADSM trademark remained until 1999.

The "Safeman" logo was designed by the former IBM graphic designer

Mike Welkley, who describes the story of its creation as follows:

Here'sa little history on how the Safeman came about ... | was working on the
ADSM GUI back in 1993. Periodically we would bring in prospective customers to
test the product and the software team asked if | would create a mouse pad that
could be given to the customers as a complimentary gift. Given a blank canvas to
create whatever | wanted for the design, | decided to create a cartoon character

that represented ADSM Storage.

ADSTAR™ Distributed Storage Manager

Brand name and identification -
The original of the first ADSM “Safeman” logo

pad design and wanted to print the character on buttons as a tradeshow giveaway.

This was the first use of the character.

The ADSM V1.1 announcement consisted of two independent components,
the storage management functions for data backup / archiving and the data
access section THE ( Data Access Services), which actually had nothing to
do with data backup or storage. Here is an extract from the letter of

announcement:

Announcement Letter Number 293-382 dated July 29, 1993 US - Last

Revised on July 29, 1993

Brief Description of Announcement, Charges, and Availability

IBM announces the availability of ADSTAR (TM) Distributed Storage
Manager Version 1 Release 1 *. The ADSTAR Distributed Storage Manager
provides storage management and data access capabilities. The storage
management capabilities provide an automated, highly-reliable,
high-performance, network-based backup and archive product for
workstations and local area network (LAN) file servers. It consists of an
MVS- or VM-based backup / archive server and backup / archive clients for
DOS, OS /2 (R), AIX (R) for RISC System /6000 (R), Microsoft Windows,
Apple Macintosh, SPARC / Solaris, HP-UX, and Novell NetWare systems.
The data access services (DAS) provide Distributed FileManager for OS /2
Version 2 and the Record Level Input / Output (RLIO) API. Distributed
FileManager provides local or remote record level access for OS / 2 Version

2 applications.

ADSTAR Distributed Storage Manager Version 1 Release 1 is the
successor product of IBM Workstation Data Save Facility / VM
(5684122) and supports existing WDSF / VM backup / archive clients.

software



The “Data Access Services (DAS)” were a combination of the “Distributed

File Manager (DFM)” for OS / 2 V2 and the access API RLIO (Record Level |

/ O). It was therefore an application middleware which, according to the

specifications of the "IBM System Application Architecture (SAA)", could have

different application parts communicated with each other on different

operating systems, provided the required interface compatibility was available

(DDM / LUB.2 2.

In version ADSM V1.1 there were a number of applications that were

tested for data backup with ADSM:

* DB2/6000 provides an online backup of log and data to
a remote MVS or VM system using ADSTAR Distributed Storage
Manager.

e IBM LAN File Services / ESA [formerly WLFS /VM d. A]

The Norton Backup for Windows. Windows V3.1 users will
now be able to backup their data to ADSTAR Distributed Storage

Manager using the popular Norton Backup for Windows interface.

Additionally, IBM has tested the ADSTAR Distributed
Storage Manager backup / archive clients with the following database

products for support of offline database backup and archive

- IBM DB2 OS/2 Version 1

- IBM DB2 AlX /6000 version 1

- SYBASE 4.5 and 4.9 (except for raw partition support)
- INFORMIX-OnLine for AlX / 6000

- Borland dBASE IV 1.5 for DOS

- Borland PARADOX 4.0 for DOS

- Borland PARADOX 1.0 for Windows

- Microsoft ACCESS 1.0 for Windows

- Microsoft FOXPRO 2.5 for Windows

- INGRES Intelligent Database for AIX / 6000

Customers using LAN File Services / ESA to distribute data objects will - ORACLE for IBM

now be able to protect their data with ADSTAR Distributed Storage

Manager.
e IBM DFSMS / VM uses ADSTAR Distributed Storage Manager

to provide migration support for its SMS-managed storage

hierarchy.

Distributed Storage
Manager
~
SN Dala Access
YN Services
¢D-ROM
|
OO IO il OORE PLEASE
HEAD THE BECORMATION ASSO
CAATED WITH THLS (DB PRODU T
£ THE FILES DM
. DNGA TS Wi
EELMENT WITH THi
TEFALE 0F THIS LICENSE

Data Access Services CD - additional component for ADSM V1.1
2na IBM definition DDM:
"Distril d Data DDM" is a jon of the op ing system that allows an application program or user on one system to use database files stored on remote systems. The systems
must be dbya and the remote systems must also be using DDM.... Remote systems on which data can currently [1993 dA] be read or written are: CICS / MVS

(TM), CICS / VSE (TM), OS / 400 (R) and 4680 Store Systems. ”
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US - Last Revised on November 16, 1993

aditions

products,

Two

ADSTAR

nnounced They

automated, centrally scheduled,

functions for

nd ADSTAR Distributed Storage Ms

will provait

torage Manager is a client/server

Announcement Letter Number 293-686 dated November 16, 1993

Brief Description of Announcement, Charges. and Availability

controlled,

Y
network-based back-up and archive

and LAN fileservers. It backs up data
from clients 2, NetwWare (1), Windows (2), DOS,
Macintosh (3 platforms to a back-up-server running on
’ 08 f

Extract from the ADSM V1.2 announcement with OS /2 and AIX as server platforms

In November 1993, ADSM servers on OS / 2 and AIX were announced
with ADSM V1.2 (ADSM / 2 and ADSM / 6000). This was the beginning

of the era of OpenSystem platforms for ADSM.

The backup market was characterized by a strong polarization between
desktop / PC-based backup solutions (DOS, OS / 2, Novell NetWare, Apple
Macintosh) and corresponding solutions for UNIX workstations. What was
common to all of these solutions was that they could support magnetic tape
as a backup medium because of the advantages as an inexpensive mass

storage device for long-term storage.

The following lists are an extract from a market overview from the
PCMagazine of March 29, 1994, pp.227272 (source:
http://stason.org/TULARC/pc/storage2/ index.html). The lists only contain
solutions in which the backup server itself was operated on OpenSystem

platforms, in parallel there were also offers that used the mainframe as a

server, such as “Harbor” from New Era or “FDR / Upstream” from Innovation

Data Processing:

* Arcada Software - Storage Exec. (NT)

«  Avail (NT)

*  Cheyenne Software - ArcServe (Netware)

«  Conner Storage Systems - Backup Exec (Netware)
*  Emerald Systems - Xpress Librarian

*  Fortunet - NSure NLM / AlINet

*  Hewlett-Packard - OmniBack Il (NT)

« Legato - NetWorker (Netware)

*  Mountain Network Solutions - FileSafe

*  NovaStor (Netware)

*  Palindrome - Backup Director and Network Archivist

(Netware, OS / 2, Windows)
Below is the list of UNIX solutions, whereby the importance of magnetic tape

support was not as serious as that of desktops / PCs, because UNIX already

knew tape support through the system functions tar, cpio, dd and dump.
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*  APUnix - FarTool

*  Cheyenne - ArcServe

* Dallastone - D-Tools

*  Delta MicroSystems (PDC) - BudTool
*  Epoch Systems - Enterprise Backup
*  Hewlett-Packard - OmniBack Il

* Legato - networker

¢  Network imaging systems

*  Open Vision - AXXion Netbackup 2.0 software
*  Software Moguls - SM-arch

*  Spectra Logic - Alexandria

e Unitree software - Unitree

ADSM V1.2 broke into these markets, a company-wide backup solution on
OpenSystem platforms for desktops and UNIX workstations, which had
already proven itself as a server platform under the mainframe operating
systems VM and MVS and brought in all of IBM's experience in managing
large amounts of data. This was particularly important for those customers
who, on the one hand, used the new "democratic" organization of PCs and
workstations in distributed processing, and on the other hand did not want to
do without the high security and availability standards of mainframe

technology for central data management.

e ——TEE

ADSM V1.1 - manuals from the "black books collection”

Subsequently, one of the top design principles of WDSF / VM, ADSM and
TSM proved itself for ADSM - the use of "common code". It did not have to be
redeveloped for every client / server platform, but the reuse of code proved to
be cost-saving. The process reduces the effort required to update and
maintain the developers and speeds up the development cycles considerably
- a principle that has made hardware and software developments economical

until today.

The establishment of Internet forum and user groups
The abbreviation ADSM is still a widespread synonym for Tivoli Storage
Manager and you can always discover areas in the TSM environment in

which this old product name is still used.

So z. B. in the well-known ADSML Internet UserForum (www.adsm.org),
which was founded at the beginning of the 90s primarily from the large user
group of the universities and is still maintained on the Internet as a
knowledge database and communication platform for all those interested in
ADSM / TSM. During this time (1994), user groups also began to form in
Germany, such as the GSE working group "Storage Management"
(www.gsenet. De), initially led by Chairman FranzXaver Maier and since
2003 actively lived by his successor Gerd Becker (IBM business partner
Empalis ). Here in Germany, interested customers meet twice a year on
three consecutive days for lectures and exchanges of experience on the

topics of mainframe storage, open system storage and TSM.
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The first ADSM Large European Sites (ALES) workshop was held in
Karlsruhe in 1994, initiated by the Universities of Karlsruhe and Heidelberg,
namely Prof. Dr. Gerhard Schneider, Klaus Dilper and Rolf Bogus, an
exchange of experiences between large European ADSM users from the
university, scientific and commercial customer base. As a result, the biennial
TSM Symposium (Karlsruhe 1994-1998, Oxford 1999-2007 - initiator
Sheelagh Treweek, Konigswinter / Petersberg 2009 - initiator Claus Kalle,
University of Cologne) with more than 200 international participants and
speakers from the Participants, from business partners, software
manufacturers and active personal support from the TSM laboratories

(including Paul Bradshaw, Andy Raibeck and from 1999 Dave Cannon).

*  March 1994 - 1st ALES workshop Karlsruhe
e April 1996 - 2nd ADSM Workshop Karlsruhe

*  September 1998 - 3rd ADSM Workshop Karlsruhe

Jrd ADSM Workshop
Computing Center
University of Karlsruhe
September 24/25, 1998

| %ﬁ‘%&“ﬁ

a 4°

*  September 1999 - ADSM Oxford Symposium:
Meeting the challenge

*  September 2001 - TSM Symposium Oxford:
Managing The Impossible

*  September 2003 - TSM Symposium Oxford:
A New Perspective

*  September 2005 - TSM Symposium Oxford:
Facing the future

*  September 2007 - TSM Symposium Oxford:

Preparing the path

Oxford University TSM Symposia

Preparing the Path, St Catherine's College, 75.27 September 2007

*  September 2009 - TSM Symposium Cologne / Petersberg:

Experience The Challenge

Universitdt zu Koln
Rechenzentrum (RRZK)

TSM Symposium 2009

Tivoli Storage Manager - the success story of the first 20 years - Klemens Poschke

ADSM server on other open system platforms - V2.1 1995
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CW article (excerpt) from March 31, 1995 to announce ADSM V2.1 (Source:
http:/fwwi he.de/h chiv/1995/13/1113172/)

Through the use of "common code" ADSM V2.1 was expanded in the
course of one year to November 1996 by the server platform OS / 400,

VSE and by a number of client and application platforms.

*  Hewlett-Packard HP-UX 10.01

*  SunOS and Sun Solaris

*  Windows NT and Windows 95

*  Apple Macintosh Windows 32-bit client

*  NCRUNIX SVR4 3.0 and NCR EWS-UX/V
*  Bull DPX/2 and Bull AIX

«  Digital UNIX

*  Siemens Nixdorf SINIX 386/486 and SINIX RISC
*«  SCO UNIX386 and SCO Open Desktop

*« Sequent PTX

*  Silicon Graphics IRIX

e Pyramid Nile (via SINIX RISC)

*  Open Edition MVS

* AS/400 API client for BRMS

* Lotus Notes 4.1

*  HSM client for AIX and Solaris 2.5

e  Cray UNICOS and Fujitsu UXP as a service offering
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ADSM V2.1 Win 95 Client GUI and logo

The "Lotus Notes Backup Agent" was the first regular product expansion (in
contrast to optional service offers such as Backint / ADSM) for online
application backup in ADSM. It opened up the possibility of creating consistent
online backups and also using the "incremental forever" procedure for Notes
documents. This procedure had the advantage for Notes users that they could
also save and reconstruct individual mails or attachments, but suffered from
the disadvantage of poor throughput and heavy workload for the ADSM
database, because every saved document also generated a metadata entry.
The later database-oriented architecture of Lotus Domino from V5 no longer
had this “single object backup” interface and the ADSMAgent was adapted

accordingly.

Other functional innovations of ADSM V2.1 included:

* the provision of the "Disaster Recovery Manager" for
the automation of disaster recovery precautionary measures and a
structured procedure for status tracking of the outsourcing tapes

(offsite vault management)

« the automated generation of ADSM database

Backups and storage pool backups (copypool)

*  Extension of the scheduling process with pre- and
post-processing options and support of admin commands in

the scheduler HSM clients for the capacity management of

UNIX file systems (HSM client for AIX V3.2 / V4.1 and Solaris 2.5)

* Extensions of the ADSM API client with the functions
"Partial Object Retrieve” and the provision of an OS /400 AP/
client

* Announcing the availability of an Oracle / EBU client

for late 1996

During this time, the first complementary products with ADSA connections
appeared on the market, some of which were resold by IBM under reseller
contracts or where there were development partnerships with the

manufacturers.

*  IBM Personally Safe’n Sound - IBM data backup
Solution for OS / 2 servers for connecting local storage resources

or the optional connection to the ADSM server.

* DataTools "SQL BackTrack" - November 1994 (data
tools was taken over by BMC in 1997), a backup software for various
relational databases (DB2, Oracle, Sybase, Informix etc.) with the
unique feature of the OBSI interface, which allows all
interface-compatible data backup applications to be used as a
backend without the Having to replace the backup code in the

application.

* Auvail Systems "Netspace for Netware" (Avail was
Acquired in 1995 from Wang Laboratories Inc., later sold by Kodak)

- an HSM solution for Novell Netware servers.

* ETI back home! - Backup integration for tandem guar
dian high availability solutions

*  Core Data Inc. "Remoteworx" (Core Data was 1999
acquired by Sterling) - a data protection solution for desktop and
laptop users with Windows95 and WindowsNT as the operating
system

+  Storage Solution Specialist Inc. SSSI -
"ABC OpenVMS Client"” for ADSM
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* Seagate "Backup Exec"”

» EMASS/gray

(formerly Conner Storage

Systems - Seagate was acquired by Veritas in 2000) - data protection
software for small and medium-sized environments with an ADSM
interface for using the hierarchical ADSM storage pools as an

alternative to directly connected tape drives.

- Connection interface for AML /S, AML / E,
AML / 2 tape libraries via the ADSM External Library Management
API.

» Sterling SAMS Vantage DP - Reporting tool for

ADSM environments (Sterling was acquired by CA in 2000)

It is noteworthy that with appropriate research on the Internet you can still find
advertisements for ADSM V2.1 today, as the figure "Result from an Internet
search 2009 for the keyword ADSTAR" shows. However, it must be doubted

whether the product is really still available under this source.

SAP R/ 3 integration - a success story from the IBM Laboratory in

Boblingen

The early connection to the "Backint interface" developed by SAP was
particularly important for the success of ADSM. The SAP developers
considered this interface necessary because the integrated backup functions
of the Oracle database were not sufficient at the time to create consistent
online backups and the requirements provided for a close link between
backup and the SAP-specific management tools. Due to its geographical
proximity to the SAP development in Walldorf, the IBM Laboratory in
Boblingen had a strategic advantage for this implementation, because
continuous agreements and tests with the application manufacturer are

necessary to maintain such an integration.
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Here is a brief tabular Backint / ADMP product history of the early days:

e The idea for Backint / ADSM came up in summer 1993
due to numerous customer inquiries.

*  September 1993 Meeting with SAP - Backint interface

*  Market launch as Service Offering 1994 - V1: call

the ADSM functions through commandline - dmsc calls, AlX, Oracle

. First customer installation April 1994 - approx. 10 customers
until the end of 1994

* Extensions 1995 and 1996 - parallel sessions,
Porting to other operating systems (DEC, HP, SNI, SUN), first
customer in the USA on HP-UX

*  Backint/ ADSM V2 - APl interface to ADSM as a replacement

the 1996 CmdLine implementation and Windows / NT Support

«  Extensions 1997-1999 - multithreading,
parallel / alternate Paths and Servers Around 3000
. customers worldwide at the end of 1999

. Year 2000 Transfer to Tivoli and asa

the TSM product family as Tivoli Data Protection for SAP R/ 3,
Administration Tools
* V3 - Object-oriented implementation with modular

Structure, "common code" for Oracle and DB2, support for DB2,

, .
A ation A

Media collection (3.5
for SAP R / 3 and TDP for hardware from different years

8 mm tape CD, l) for Backint / ADSM, TDP

Atypical for the other ADMP product structure was the fact that the Backint /
ADMS offer for SAP R / 3 was a key solution, but until 1999 it was only
offered as a service offering. The reason for this was possibly the fact that
SAP R/ 3 was initially only successful on the European market. It is thanks to
the creativity of the developers and the market commitment of the
development team that this module has become the most important and
economically most successful ADSM / TSM components overall. In 2000 the
module became a formal IBM Tivoli product and the Béblingen department an

official TSM development location.

October 1997 ADSM V3.1 - Extensions for

company-wide use

IEM
ADSTAR Distrétuted Stortige Manager
e 3 _.: E . I i .

ADSM V3.1 start screen

Version V3.1 of ADSM brought the greatest amount of substantial

functional innovations in the TSM history:

*  ADSM server on Windows / NT and HP-UX V3.1
e HSM client for Solaris V2.5.1 with Veritas file system and
SGl IRIX with XFS file system (integration via the X / Open
DMAPI interface published in 1997) Provision of the backup GU/
» also for UNIX plat
shape based on the "motif" application architecture, graphical editor
for the options file, "estimate" function, progress bar for backup /

restore, search and filter options
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Point-in-time restore option for clients
"No-query-restore"” protocol in which the ADSM server
and not the client does the optimized compilation of the data to be
restored
"Small file aggregation" and "server file aggregation” - the
Summary of small files in transaction groups and storage in

logical aggregates "Restartable Restores” - restart on the last one

"Uncc itted tr: tion"

The replacement of the generic admin GUIs by the web

Admin client, which led to user interface standardization Web client as
an alternative to the generic client GUI -

thus the availability of a GUI for Netware clients and the support of
central help desks SQL SELECT queries against the database
(SQL95

Command set) and ODBC interface

Extension of the ADSM scheduler to define

one-time action plans or executing operating system

commands

"Migdelay"” and "migcontinue” for predictable migration

of data on chained storage pools

"Space trigger" for the automatic expansion of

DB and log volumes of the ADSM database Storage of

scripts and macros in the ADSM

Database and provision of the "run" command to execute

macros

"Client option sets" for unification and central

Client Configuration Management Server-to-Server

Communication - Deploy the

"ADSM Configuration Managers" for uniform script, policy, schedule

management between multiple ADSM servers and the option of
defining "virtual volumes" on a remote ADSM server (peer-to-peer

disaster protection scenarios)

"Overflow storage pool” and "single-drive reclamation”

For configurations with only one magnetic tape drive, event logging,
reporting and monitoring with interfaces

Among other things, to SNMP managers, Tivoli NetView and Netview / MVS
ADSMConnect agents for:

- DB2for AIX, HP / UX, SINIX, Solaris, OS /2, Windows NT

- Informix for AIX, HP / UX, Solaris

- Lotus Notes for OS /2 and AIX

- OnDemand for AIX

Tivoli Storage Manager - the success story of the first 20 years - Klemens Poschke

- Oracle 7 (EBU) and Oracle 8 (RMAN) for AIX and Solaris
- SAP with Oracle for AlX, Digital UNIX, HP / UX, NCR UNIX,

SINIX, Solaris, Windows NT based on the Backint interface

- SAP with ADABAS-D for AIX, HP / UX, SINIX, Solaris,
Windows NT based on the Adint interface (service

offering) MS-Exchange

With the ADSM V3.1 product portfolio, IBM catapulted the breadth of the
functional innovations and the provision of future-oriented technologies and
processes into the premier class of data management applications, which the

market and the analysts also rewarded accordingly.

Synergy through new combinations of IBM storage
hardware and ADSM
Excerpt from an internal laudation (1997) for "Outstanding Complications" in

the IBM Storage Systems Division:

... A major new release of ADSM (Version 3) was made generally available in
October 1997, with Research contributions that include a Web administrative
interface, support for SQL queries of its internal database, point-in-time restore,
and improved archive file management . In addition to its sales as a separate
product, ADSM is a key building block in SSD's Network Storage Manager
and Virtual Tape Server offerings, which are integrated hardware and

software solutions.

The interesting news from this award is that the recently launched “Seascape
Storage Building Block” initiative by the IBM Storage Systems Division (the
reuse of proven IBM components as a development basis for complex
subsystems) has also been extended to the ADSM software. This initiative
subsequently resulted in successful combination products with ADSM such
as the IBM 3494 Virtual Tape Server (VTS), the IBM 3466 Network Storage
Manager (NSM) and the IBM 3466 WebCache Manager (WCM). In parallel,
there were collaborations with the IBM software group in the form of the
integration of ADSM with IBM ContentManager, Content Manager
OnDemand and IBM CommonStore as a complete ECM solution on Open

Systems.

software



IBM 3494 Virtual Tape Server (the hardware-specific

cations are described in the hardware chapter "The era of RAID
systems") - the VTS was the implementation of a large number of
virtual tape drives and virtual tape cartridges and was based on a
modified AIX ADSM server / HSM client solution in the B16 Control
unit implemented. Outwardly, 3490 drives and the 3490 virtual
volumes (typically 800 MB) were represented and, after filling, were
migrated to physical drives of the IBM Library 3494 using the ADSM /
HSM functions. With the “Open System Attachment Feature”, ADSM
servers on open system platforms were also able to use the VTS
functions. However, this solution was used less frequently because
in the open system environment the ADSM server only shows its full
strengths for managing the storage media. if he is the sole manager
of all storage units. This reservation also applies to those Open
System VTLs that have implemented transparent migration to

physical drives.